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Challenges and Objectives

» Scalability: 100 millions cores, billions of tasks
¢ 1000x more performance
< Hybrid MPI+OpenCL
= UNIMEM+UNILOGIC (efficient resource sharing)

» Energy-efficiency: projected 1 GW.To reach 20MW...

d 50x more energy efficient
% Reconfigurable Computing

» Resilience: projected MTBF less than 1 hour
d 1000x more reliable

< Reconfiguration

% Checkpointing



Holistic Approach
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HW Architecture
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» Hierarchical Topology (ExaNeSt)

» Heterogeneous Computing (OpenCL tasks)

Compute
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» Resource Sharing (UNIMEM+UNILOGIC)

- Access to Remote Reconf. Resources
- Sharing of Reconf. Resources

Interconnect



Remote Acceleration
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» UNIMEM provides global addr. space
» Remote Reconfigurable logic access

» Remote coherent memory access



Shared Reconfigurable Resources
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» Configure Remote Trans
» Remote OpenCL call
» Remote Execution
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Runtime System and HLS @
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» Reconfiguration at runtime
» Task Execution Scheduling
» Task Execution Monitoring
» Locality Management




Collaborations /Common Goals@

» EuroExa group: ECOSCALE, ExaNeSt, ExaNode
» SRA roadmap:

- Stepping stone towards future energy-efficient
reconfigurable computing

- EsD’s can provide first ECOSCALE-based platforms

- Centers of Excellence (CoE) can provide ECOSCALE-
based applications
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Conclusion

» UNILOGIC offers

- Distributed Reconfigurable Logic
> Scalability

> Logic Sharing

> Direct Accesses

- Cache Coherency (UNIMEM)

» ECOSCALE Runtime System
- OpenCL Tasks
- Reconfiguration at runtime
- Task execution scheduling
- Task Execution Monitoring
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Stay Tuned!

www.ecoscale:eu

FJ @ecoscale_H2020
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