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today:	 	60	million	
tomorrow: 	600	million	
→	f=10	per	day	

today:	 	10	million	grid	points	
	100	ver:cal	levels	
	10	prognos:c	variables	
	50	ensemble	members	

tomorrow:	 	500	million	grid	points	
	200	ver:cal	levels	
	100	prognos:c	variables	
	100	ensemble	members	

→	f=2000	per	:me	step	

today:	 	20	TB	wriTen	
	20	million	fields	
	85	million	products	

tomorrow:		500	TB	wriTen	
	500	million	fields	
	2	billion	products	

→	f=25	per	day	in	cri:cal	path	

today:	 	10	TB	
tomorrow:	 	300	TB	
→	f=30	per	day	in	cri:cal	path	

today:	 	100	TB	
tomorrow:	 	10	PB	
→	f=100	per	day	

Forecast	produc9on	workflow:	what	is	the	challenge?	



Observa9ons	 Models	

Volume	 20	million	=	2	x	107	 5	million	grid	points	
100	levels	
10	prognos:c	variables	=	5	x	109	

Type	 98%	from	60	different	satellite	
instruments	

physical	parameters	of	atmosphere,	waves,	
ocean	

Observa9ons	 Models	

Volume	 200	million	=	2	x	108	 500	million	grid	points	
200	levels	
100	prognos:c	variables	=	1	x	1013	

Type	 98%	from	80	different	satellite	
instruments	

physical	and	chemical	parameters	of	
atmosphere,	waves,	ocean,	ice,	vegeta:on	

Today:	

Tomorrow:	

→	Factor	10	per	day 	→	Factor	2000	per	9me	step	
	(10-day	forecast	today	=	1440	9me	steps,	 	 	 		
	but	more	9me	steps	with	increased	resolu9on)	

What	is	the	challenge?	



[Schulthess		2015]	

Tradi9onal	science	workflow	
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Future	science	workflow	

↑	science	specific	code		
↓	generic	code	

Energy	efficient	
SCalable	Algorithms	for	
weather	Predic:on	at	
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→	www.hpc-escape.eu	



Energy	efficiency	

..	aiming	at	minimizing	
WaTs	per	forecast	



ESCAPE	key	objec9ves	

•  Define	fundamental	algorithm	building	blocks	(“Weather	&	Climate	Dwarfs”)	to	co-design,	advance,	
benchmark	and	efficiently	run	the	next	genera:on	of	NWP	and	climate	models	on	energy-efficient,	
heterogeneous	HPC	architectures.	
	

•  Combine	fron:er	research	on	algorithm	development	and	extreme-scale,	high-performance	compu:ng	
applica:ons	with	novel	hardware	technology,	to	create	a	flexible	and	sustainable	weather	and	climate	
predic:on	system.	
	

•  Foster	the	future	design	of	Earth-system	models	and	commercialisa:on	of	weather-dependent	innova:ve	
products	and	services	in	Europe	through	enabling	open-source	technology.	
	

•  Pairing	world-leading	NWP	with	innova9ve	HPC	solu9ons.	
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Disassemble	… 			 	 	Extract,	redesign… 					 						Op9mize	for	energy… 	 	…	Reassemble	
NWP	models 	 	 	key	components 	 						efficiency	on	new	hardware 					 	NWP	models	

Advec9on	scheme	
	
Solvers	
	
Physics	schemes	
	
Spectral	transforms	
	
etc.	
	
	
(memory,	communica:on,	
compute	intensity)	



What	is	a	dwarf?	

A dwarf encapsulates a relevant characteristic or required 
functionality of an weather/climate prediction model and it is 
meant to be a runnable and verifiable mini-application	

Candidates:	
•  Spectral	transforms	(FT/LT	and	bi-FT): 	very	memory	and	communica:on	bandwidth	intensive,	possibly	limited	scalability	
•  2	&	3-dimensional	ellip:c	solver: 	new,	compute	and	communica:on	latency	intensive,	possibly	limited	scalability	
•  Semi-Lagrangian	advec:on: 	 	communica:on	intensive,	possibly	limited	scalability	
•  Cloud	physics	parameteriza:on: 	expensive	computa:on,	scalable	
•  Radia:on	parameteriza:on: 	 	expensive	computa:on,	scalable	
	
…	more	to	follow	



ESCAPE	work	flow	



ESCAPE	European	impact	map	

34	countries	
	
	
	
7	countries	
	

11	countries	
	

16	countries	



ESCAPE	partners	&	exper9se	
Global	opera9onal	NWP	
Petaflop	data	centre	
Numerical	methods,	parallel	compu9ng	

Regional	opera9onal	NWP	
Numerical	methods	

Regional	opera9onal	NWP	
Teraflop	data	centre	
Physical	processes	

Global/regional	opera9onal	NWP	
Petaflop	data	centre	
Numerical	methods	

Global/regional	opera9onal	NWP	
Teraflop	data	centre	
Numerical	methods	

Regional	opera9onal	NWP	
Petaflop	data	centre	
Parallel	compu9ng	

Teraflop	data	centre	
Parallel	compu9ng	
Performance	modelling	

Key	technology	development	
Parallel	compu9ng	Key	technology	development	

Parallel	compu9ng	

Key	technology	development	
Parallel	compu9ng	

Teraflop	data	centre	
Parallel	compu9ng	

Numerical	methods	
Teraflop	data	centre	
Parallel	compu9ng	



hfp://www.hpc-escape.eu	



And	finally,	the	weather	forecast	

Opera9onal	forecasts:	
	
•  1x	10km	forecast	run	on	352	nodes	in	60’		

•  51x	20km	forecasts	run	on	1632	nodes	in	74’	

•  Post-processing	run	on	500	nodes	in	30’	
	
Total	about	2,500	nodes		
(24	Ivybridge	cores	per	node	on	Cray	XC-30)	



Sokware	collabora9on	plalorm	



Sokware	stack	

Spectral	transform	
library/interface	

Parallel,	object-
oriented	data	
structure	framework	

A	dwarf	

GRIB	encoding/
decoding	

Cmake	macros	
unifying	build	

Fortran	unit	
tes9ng	(BOOST)	

C++	support	library	


