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• CFD Application 
• Today: 50M mesh points
• In ten years: 500M

• ExaScale Computers
• 10M cores
• Hence 50 mesh points per core

• CFD Proxy Application
• Proto application of EXA2CT
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Strong Exa-Scaling is Hard



Slide 3

CFD-Proxy on >1 Xeon-Phi

cores

sp
ee

du
p



Slide 4

CFD-Proxy on >1 Xeon-Phi

cores

sp
ee

du
p

0

100

200

300

400

500

600

700

800

900

0 200 400 600 800 1000 1200

comm_free

gaspi_bulk_sync

gaspi_async

mpi_bulk_sync

mpi_early_recv

mpi_async

mpi_fence_bulk_sync

mpi_fence_async

mpi_pscw_bulk_sync

mpi_pscw_async



• Bulk Synchronous

• Single Threaded 
Communication

• MPI Data Types

Strong Exa-Scaling is Possible

• Asynchronous
• GASPI write+notify
• MPI ISend/IRecv

• Thread-to-thread 
communication

• Multi-threaded packing

DON’T DO
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Overlap communication and 
computation in pipelined solvers 

Pipelined GMRES overlaps dot-product global communication latency with SpMV

www.exa2ct.euAvailable in PETSc
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Counter Rounding Errors due to 
more Local Computations

Classical preconditioned CG

Accumulated rounding error Per-iter non-comm error

Progress since previous EXA2CT meeting

I
Pipe-CG-rr is robust & resilient version of pipe-CG:

• improved maximal attainable accuracy w.r.t. pipe-CG

(see Results: attainable accuracy),

• identical parallel performance to pipe-CG

(see Results: strong scaling).

I
Pipe-CG-rr incorporated in PETSc development version.

I
Pipe-CG-rr paper submitted to SIAM Journal on Scientific Computing.
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PGAS API - designed to be

• Simple

• Multithreaded 

• Global asynchronous dataflow

• Interoperability with MPI

GASPI in a nutshell

gaspi_writegaspi_notify
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Proto Applications

Proto 
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Proto Applications

Proto 
Applications

MUPHY

5

x00Ms biochemical activities for training

10µM

1nM

ChEMBL

1000s of targets

M
ill

io
ns

 o
f 

co
m

po
un

ds

~1% can be filled up 
with experimental dose
response data

Quarterly updated

ABCD

Why? Experimental cost >5$ × xM cpds × x000 targets



EXA2CT open source for you!
• Solvers in PETSC

• Programming libraries
• GASPI

• Dynamic programming

• Proto-Applications
• FEM/CFD, but also

• Machine Learning, Multi-Physics

www.exa2ct.eu
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