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Section 4: Members of the consortium  
 

4.1. Participants (applicants) 

The next sections will describe all partners and their roles in the consortium. 

4.1.1.University College London  

University College London (UCL) London’s Global University was 

established in 1826, is among the top universities in the UK and 

ranked in 5
th
 place worldwide in the QS World University Rankings 

2014/15. It was also the first UK university to welcome female 

students on equal terms with men. Academic excellence and conducting research that addresses real-world 

problems inform its ethos to this day. UCL academics are working at the forefront of their disciplines, 

collaborating with world-renowned organisations such as Intel, BHP Billiton and NASA and contributing to 

influential reports for the UN, EU and UK government. UCL’s academic structure consists of 10 faculties, 

each home to world-class research, teaching and learning in a variety of fields. UCL has 920 professors, 

more than 5,000 academic and research staff, and a nearly 29,000-strong student community.  

The Centre for Computational Science (CCS) at UCL, led by Prof Peter Coveney, is an internationally 

leading centre for innovative scientific research using high performance computing. CCS is currently 

comprised of some 20 members and pursues a diverse range of research unified by common computational 

approaches, from theory and design of algorithms to implementations and middleware on internationally 

distributed HPC systems. The CCS enjoys numerous successful industrial collaborations with companies 

such as Unilever, Schlumberger, Microsoft, Pfizer and Fujitsu. The CCS has developed several HPC 

applications, including the computational fluid dynamics code, HemeLB, for clinical applications in vascular 

disorders such as intracranial aneurysms. The UCL team also maintains other software, tools and services, 

including a second HPC code, LB3D, which supports a number of other biomedical studies, along with the 

Binding Affinity Calculator (BAC), and the Application Hosting Environment (AHE). 

The Department of Structural and Molecular Biology is an integral part of the Institute of Structural and 

Molecular Biology (ISMB), an institute conducting world-class research in the field of protein science. The 

ISMB is a joint institute between UCL and Birkbeck, primarily constituted of the UCL Department of 

Structural and Molecular Biology and the Birkbeck College Department of Biological Sciences, but also 

including the Chemical Biology section of the UCL Department of Chemistry. The department investigates 

areas of modern biology, biotechnology and medicine at the atomic, molecular, cellular and organism levels. 

The National Hospital for Neurology and Neurosurgery (NHNN) is the UK's largest dedicated 

neurological and neurosurgical hospital. It provides comprehensive services for the diagnosis, treatment and 

care of all conditions that affect the brain, spinal cord, peripheral nervous system and muscles. Services 

include specialist neurosurgery, a brain tumour unit, the Hyper-acute Stroke Unit (HASU), an acute brain 

injury unit, the National Prion Clinic, a pioneering neuro-rehabilitation unit, the UK's first interventional 

MRI scanner, the largest specialised neurosurgical ITU and the only neuromedical ITU in the 

country. Together with its neighbour, the Institute of Neurology, it is a major international centre for research 

and training. The Hospital is part of University College London Hospitals NHS Foundation Trust (UCLH). 

The Gupta lab, led by Dr Ravindra Gupta, is based in the Division of Infection & Immunity within the 

Faculty of Medicine at UCL. Their work focuses on four areas; investigating the details of macrophage 

infection in clinical isolates, exploring viral determinants of successful transmission by examining HIV 

genes individually from both acute and chronic infection, studying in vitro HIV drug resistance to protease 

inhibitors and implications for global scale up of antiretroviral therapy, and exploring the minimum host 

requirements of high level HIV control.  

Role in the project 

UCL leads the overall project and will take a substantial role in WP1: Management, particularly in 

coordination of the consortium; WP2: Biomedical Research Activities, particularly in leading the 

molecularly-based medicine exemplar research; and WP6: Workflows and Performance, including the 

deployment of an informatics platform to store data from the project as well as other software tools such as 

HemeLB, BAC and AHE. 
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· 2020 Science: A new approach to Science at the Life Sciences Interface, UK EPSRC, 05/05/2011 - 

04/11/2016 

· p-medicine: personalised-medicine, EU FP7 Integrated Project (IP), 01/02/2011- 01/01/2015 

· CRESTA: Collaborative Research into Exascale Systemware, Tools & Applications, EU FP7, 

01/10/2011 - 30/09/2014 

· EUDAT: European Data Infrastructure, EU FP7, 01/10/2011 - 30/09/2014 

Infrastructure 

· UCL provides Research IT Services that furnish access to local HPC resources including the Legion 

cluster. UCL is a member of the e-Infrastructure South Consortium and the associated Centre for 

Innovation that runs the large-scale computing facilities Iridis and Emerald. 

· UCL is a member of the EPSRC funded UK Consortium on Mesoscale Engineering Sciences 

(UKCOMES) which has access to considerable resources on the UK National Supercomputing 

Service ARCHER, also part of PRACE. 

 

4.1.2.University of Amserdam 

The University of Amsterdam (UvA) is one of Europe’s leading research universities. It 

collaborates with hundreds of national and international academic and research 

institutions, as well as businesses and public institutions. UvA forges a meeting of minds 

for the advancement of education and science. UvA has a long-standing tradition of 

excellent research. Its fundamental research in particular has gained national and 

international recognition and led to numerous grants. UvA has 7 faculties, 3000 academic 

staff members and 30000 students. 

The Computational Science Lab of the faculty of Science of the University of Amsterdam aims to describe 

and understand how complex systems in nature and society process information. The abundant availability of 

data from science and society drives its research. It studies Complex Systems in the context of methods like 

multi-scale cellular automata, dynamic networks and individual agent based models. Challenges include 

data-driven modelling of multi-level systems and their dynamics as well as conceptual, theoretical and 

methodological foundations that are necessary to understand these processes and the associated predictability 

limits of such computer simulations. The Computational Science Lab has extensive experience in EU 

Framework projects. The lab provides a wealth of experience in computational science and specifically in 

information processing in complex systems, multiscale modelling and simulations, and applications in the 

socio-economic domain. Their work on modelling complex systems in general and complex networks in 

particular together with long experience in the application of Cellular Automata, Agent-based models and 

Complex Networks methods, as well as advanced modelling methods, will be crucial to this project. 

Role in the project 

UvA will bring in expertise in computational biomedicine, modelling and simulation, and high performance 

computing. Specifically, UvA will work on applications in the Cardiovascular field, with focus on complex 

multiscale models related to treatment of Coronary Arteries, as well as modelling thrombosis using high end 

fully resolved blood flow models. UvA will lead WP3: Training and Outreach, contributing not only UvA’s 

domain knowledge, but also its expertise and reputation as a large academic institution. 

Personnel 

Prof Alfons Hoekstra (m) (PI) is a professor in Computational Science at the University 

of Amsterdam and the national research university ITMO, St Petersburg, Russia. His 

research focuses on multi-scale multi-science modelling, large-scale simulations, and high 

performance computing, mainly in the biomedical domain and complex systems science. 

He has long-standing expertise in Computational Biomedicine, Complex Systems 

simulations, and high performance parallel and distributed computing. He has published 

over 250 research papers. He has extensive experience in participation and management of EU Framework 

projects. He was the project coordinator of the COAST project (FP6), the MAPPER project (FP7) and is 
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Relevant previous projects or activities  

· COAST: FP6 STREP: a multi-scale, multi-science framework for modelling and simulation of 

complex systems based on a hierarchical aggregation of coupled Cellular Automata and agent-based 

models. (www.complex-automata.org). 

· MAPPER: FP7 CP-CSA: Computational strategies, software and services for distributed multiscale 

simulations across disciplines, exploiting existing and evolving European e-infrastructure (mapper-

project.eu) 

· Thrombus: FP7 STREP: development and validation of multiscale models for thrombosis in 

intracranial aneurisms (http://www.thrombus-vph.eu). 

· MeDDiCa: FP6 Marie Curie ITN: Multiscale modelling of in-stent restenosis, validation against 

porcine and clinical data (website no longer available)  

Infrastructure 

· Computational infrastructure consisting of the UvA LISA parallel computer, see 

https://surfsara.nl/systems/lisa/description. 

· Extended visualisation equipment (multitouch tables and screens, a videowall) for visualisation of 

and interaction with the measured and modelled networks. 

 

4.1.3.University of Edinburgh 

Ranked 17
th

 in the 2014 QS World University Rankings, the University of Edinburgh is 

one of Europe’s leading research universities and is represented in this project by its 

supercomputing centre, EPCC (http://www.epcc.ed.ac.uk). It is the Project Coordinator of 

ExaIO. Established in 1990, EPCC is one of Europe’s leading supercomputing centres with 

a full-time staff of 75, most educated to postgraduate level, and with a large array of HPC 

systems including the 118,080-core, 1.64-Petaflop Cray XC30 MPP-based UK National 

HPC service – ARCHER. EPCC works with a wide variety of scientific and industrial partners. 

Collaborative projects with industry represent 50% of the Centre’s annual turnover (£5 million in FY13/14 

excluding capital costs). EPCC has led the UK’s technical work in the all of the PRACE projects. 

In addition to its role as a national HPC service provider, EPCC provides a wide variety of services to both 

industry and academia including: HPC application design, development and re-engineering; HPC application 

performance optimisation; distributed computing consultancy and solutions (with a particular focus on Grid 

and Cloud computing); HPC facilities access; project management for software development; and data 

integration and data mining consultancy. The organisation has considerable experience of managing large, 

complex EU-funded projects including amongst others the successful NextGRID and Fortissimo Integrated 

Project and the EC FP7 CRESTA project. It has also played a leading role in many other projects including 

DEISA and DEISA2 (where it led the benchmarking and training activities, and managed the DEISA 

Extreme Computing Initiative), HPC-Europa, BonFIRE, APOS-EU and ADMIRE. 

EPCC is the lead partner, in collaboration with the universities of Manchester, Oxford and Southampton, of 

the Software Sustainability Institute. The Institute is the UK's leading facility for supporting and 

representing researchers of all disciplines who use and develop specialist software, and is a partner in the 

Software Carpentry foundation dedicated to training researchers. 

The centre has a long history of working with HPC vendors to design leading edge novel HPC systems 

including the QCDOC system, the Maxwell FPGA system and, most recently, the IBM Bluegene/Q. 

Role in the project 

EPCC are leading WP4: Sustainability and Innovation and are heading the integration of Compute and Data 

Infrastructures. EPCC can act as a business advisory, and can provide HPC resources, HPC expertise, SSI, 

and Software Carpentry Courses. 
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patient specific HIV-1 protease sequences”, In Proceedings of the 2011 TeraGrid Conference: 

Extreme Digital Discovery (p. 4). ACM, 2011 

5. L. Han, S. Potter, G. Beckett, G. Pringle, S. Welch, S. H. Koo, G. Wickler, A. Usmani, J. L. Torero, 

A. Tate, “FireGrid: an e-infrastructure for next-generation emergency response support”, Journal of 

Parallel and Distributed Computing, 70 (11), 1128-1141 

Relevant previous projects or activities  

· PRACE 2010-2014 (EU FP7 RI-261557, RI-283493, RI-312763)): enabling high impact scientific 

discovery and engineering research through world class computing and data management resources; 

http://www.prace-ri.eu/  

· EUDAT 2011-2015 (EU FP7 283304): towards a European Collaborative Data Infrastructure; 

http://www.eudat.eu/ 

· RDA/Europe 2012-2014 (EU FP7 312424): driving European engagement in the Research Data 

Alliance; https://europe.rd-alliance.org/ 

· ADMIRE 2007-2010 (EU FP7 215024): developing a canonical approach to streaming data 

workflows; http://www.admire-project.eu/ 

· CRESTA 2011-2014 (EU FP7 287703): developing techniques and solutions which address the most 

difficult challenges that computing at the exascale can provide.; http://www.cresta-project.eu/ 

Infrastructure 

· ARCHER, the UK National HPC system: a 108,000 core Cray XC30. 

· The UK Research Data Facility: a 34 PB disk/tape long-term data storage. 

· Indy, a dual-boot Windows/Linux cluster for industrial applications: a 1,536 core Opteron Interlagos 

cluster with 6.6 TB distributed memory. 

 

4.1.4.Barcelona Supercomputing Centre 

The Barcelona Supercomputing Center (BSC-CNS) was 

established in 2005. It is the Spanish national supercomputing 

facility. Its mission is to research, develop and manage 

information technologies in order to facilitate scientific 

progress by combining expertise covering a wide range of 

High Performance Computing expertise. Following this approach, BSC has brought together a critical mass 

of first- rate researchers, high performance computing experts and cutting-edge supercomputing technologies 

in order to foster multidisciplinary scientific collaboration and innovation. The centre currently has over 500 

staff from 41 countries. 

BSC-CNS hosts MareNostrum, the most powerful supercomputer in Spain. After the last upgrade (2012-

2013), MareNostrum has a peak performance of 1,1 Petaflops, with 48,896 Intel Sandy Bridge processors in 

3,056 nodes, and 84 Xeon Phi 5110P in 42 nodes, with more than 104.6 TB of main memory and 2 PB of 

GPFS disk storage. As of June 2013, MareNostrum was positioned 29th in the TOP500 list of fastest 

supercomputers in the world. MareNostrum is managed by the Operations team that takes care of its 

availability, security and performance. An important task of this team is to support scientists in the usage of 

MareNostrum, as well as to help them in the improvement of their applications getting better research 

results. Marenostrum is also part of the PRACE Research Infrastructure as one of the 6 Tier-0 Systems 

currently available for European scientists. 

Role in the project 

BSC are leading WP2: Biomedical Research Activities, and heading the Development and Implementation 

of Multiscale and Workflow Interfaces. BSC has a unique combination of expertise, from hardware design to 

programming models, from simulation to visualization, from life sciences to engineering. Working together, 

BSC researchers develop HPC-based simulation tools capable of running efficiently on large 

supercomputers. The application department (CASE) creates simulation tools with a wide range of 

application domains. In particular, Biomechanics is one of the most active, with more than 20 researchers. In 
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· Marie-Curie ITN NEMOH: ITN aiming to form the next generation of European volcanologists, 

capable of extending further the knowledge and understanding of volcano dynamics and the methods 

and paradigms for volcanic hazard evaluation. 

· FP7 European Project EUBrazil-CC “EU Brazil Cloud Connect”: Joint EU-Brazil Project for cloud 

computing in science. In this project, the HPCM Team develops a coupled cardiovascular simulation 

tool (France). 

· Joint Laboratory for Extreme Scale Computing JLESC: Joint research initiative for peta-scale 

computing, partnered by BSC, INRIA, the Argonne National Lab and the University of Illinois at 

Urbana Champaign (USA). 

Infrastructure 

As a Tier-0 partner of the Partnership for Advanced Supercomputing in Europe PRACE-RI, BSC provides 

different services associated with HPC: computational resources and training. BSC supercomputers, such as 

Marenostrum, are integrated within the supercomputing infrastructure, where BSC provides cycles and 

support. PRACE, has selected six of its members' sites: Barcelona Supercomputing Center (Spain), CINECA 

- Consorzio Interuniversitario (Italy), CSC - IT Center for Science Ltd (Finland), EPCC at the University of 

Edinburgh (UK), Gauss Centre for Supercomputing (Germany) and Maison de la Simulation (France) as its 

PRACE Advanced Training Centres. The mission of these centres is to carry out and coordinate training and 

education activities that enable the European research community to utilise the computational infrastructure 

available through PRACE. The long-term vision is that such centres will become the hubs and key drivers of 

European high-performance computing education.  

Additionally, BSC is an active and well-recognized participant in different initiatives for the integration and 

consolidation of High Performance Computing in Europe. BSC coordinates the Spanish network of 

Supercomputing (Red Española de Supercomputación). At the international level, BSC is a founding 

member of PROSPECT as well as a leading participant in the DEISA and PRACE projects.  

 

4.1.5.SURFsara 

SURFsara (SME) is the National Supercomputing and e-Science 

Support Center in the Netherlands. Among SURFsara's customers 

are all of the Dutch universities, a number of large research, 

educational and government institutions, and the business 

community. The mission of SURFsara is to support research in the 

Netherlands by the development and provision of advanced ICT 

infrastructure, services and expertise. SURFsara provides expertise and services in the areas of High 

Performance Computing, e-Science & Cloud Services, Data Services, Network support, and Visualisation. 

SURFsara hosts the large national infrastructure services, i.e. the Dutch national Supercomputer service 

(Bull bullx system, 481 Tflop/s which will be upgraded to some 1.5 Pflop/s by the end of 2014), the National 

Compute Cluster (Dell cluster, some 9000 cores, 158 Tflop/s), large data storage facilities and services and 

all important national grid services. This also includes a large part of the BiG Grid infrastructure (the Dutch 

e-Science grid that is a Tier-1 site for CERN LCG). SURFsara participates in a number of national and 

international HPC, e-science and grid activities. SURFsara is currently partner in the large European e-

Infrastructure projects PRACE-2IP, PRACE-3IP, EUDAT, and Fortissimo. It has a long history and a proven 

track record in providing HPCN services to the Dutch research community. An important focus is on 

supporting users to enable grand challenge applications. SURFsara has built broad expertise in the 

implementation and e-science support of grid infrastructures for the scientific research community. 

SURFsara provides also HPC-Cloud and Hadoop services to support research. 

Role in the project 

SURFsara will be leading WP5: Usage/Operations. SURFsara has a long tradition in porting and scaling of 

applications on PRACE systems, and in performance modelling with relevant tools. In this role we have 

build a lot of know-how and skills that will be used for the benefit of this project. Scaling and porting real-

life applications on the NEXT interconnect will generate tuned applications and feedback that will be used 
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· DECI (Distributed European Computing Initiative) is a European single-project HPC access scheme 

which is now supported by PRACE-2IP.Previously, DECI which stood for DEISA Extreme 

Computing Initiative, was conceived of and supported by the DEISA projects which issued six DECI 

calls between 2004 and 2009. 

Infrastructure 

The Netherlands has a top level ICT research infrastructure that is well integrated into the wider European e-

infrastructure. SURFsara hosts the large national infrastructure services, such as the Dutch national 

supercomputer service (a Bull bullx system with 1.3 Pflops/s by the end of 2014), the National Compute 

Cluster (Dell cluster, meant for high throughput applications that do not need the interconnectivity and I/O 

facilities of the supercomputer), a GPU cluster connected to the national supercomputer service (Nvidia 

Tesla K40 cards) and large data storage facilities and services (including grid services as one of the LHC 

Tier-1 centres). These include clusters for grid processing and big data analysis, and also a large HPC cloud 

environment. Alongside hardware services, SURFsara provides application enabling and optimisation 

services. By taking part in international projects and through our own program, we engage in open-source 

community codes, focusing on performance-critical parts of applications and preparing methods and 

algorithms for next-generation hardware platforms. 

 

4.1.6.University of Oxford 

The University of Oxford is a stimulating organisation, which enjoys an 

international reputation as a world-class centre of excellence in research and 

teaching. It employs over 10,000 staff and has a student population of over 21,000. 

The Departments of Computer Science and Engineering are part of the 

Mathematical, Physical and Life Sciences Division at the University of Oxford. The 

Computational Biology Group (CBG) in the Department of Computer Science is 

one of the main Research Themes in the Department. CBG has played a leading role 

in establishing and maintaining a number of major initiatives and large-scale 

research activities in Oxford, including the Oxford e-Science (now e-Research) 

Centre; the BBSRC-funded Oxford Centre for Integrative Systems Biology; and the Oxford Centre for 

Collaborative Applied Mathematics. Research funding into the group over the last 8 years since its inception 

comes from a wide range of sources (EPSRC, MRC, BBSRC, Wellcome Trust, EU), totals over £20M and 

includes major research projects such as FP7-funded euHeart, PreDiCT, Synergy and AIRPROM projects, 

the FP7 VPH Network of Excellence, and the EPSRC-funded 2020 Science Programme. The Computational 

Biology Group has strong links to industry having received both direct (totalling over £2M) and in-kind 

funding from IBM, Fujitsu, Microsoft Research, Mathworks, GE Healthcare, Janssen Pharmaceutica and 

GSK. It has collaborative links with pharmaceutical companies Janssen Pharmaceuticals, AstraZeneca, 

Roche, Novartis and Pfizer and with clinicians at major hospitals in the UK such as the Heart hospital and 

the John Radcliffe Hospital.  

Role in the project 

Oxford University will play a leading role under WP2 in cardiovascular exemplar research and will play a 

substantial role in the adaption to commodity high-end infrastructure. 

The CGB brings its extended experience in computational cardiovascular and respiratory biology. They are 

leaders on automated analysis of in vivo and in vitro cardiac images, quantification methods of cardiac 

diffusion MRI scans and the generation of volume meshes from images. Their research involves a synergistic 

clinical, experimental and computational approach, to simulate “in silico” models to improve risk 

identification under different disease and conditions They also work on cardiac modelling, simulation of 

computational ECG’s and on signal processing techniques to analyze ECG recordings. 

The group has developed Chaste, the multiscale, multi-physics simulation commercial software for systems 

biology, with primary applications in modelling cardiac and respiratory physiology, cancer, and discrete 

multiscale cell-based simulations, that will be one of the core software of the consortia. 

Personnel 

Prof Blanca Rodríguez (f) is a Wellcome Trust Senior Research Fellow in Basic Biomedical Sciences, 
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Relevant previous projects or activities  

· Wellcome Trust Senior Research Fellowship in Biomedical Sciences. Blanca Rodríguez. 2013-2018 

Safety and efficacy of anti-arrhythmic drug therapy in acute myocardial ischaemia in human. An 

integrative, multiscale and mechanistic investigation.  

· Medical Research Council Career Development Award. Blanca Rodríguez. 2007-2013. Integrative 

computational and experimental study of arrhythmogenesis and defibrillation in acute myocardial 

ischaemia.  

· PreDiCT. “Computational Prediction of Drug Cardiac Toxicity”, European Union Virtual 

Physiological Human ICT Call 2- FP7-ICT-2007-2. (Professor David Gavaghan, Professor Blanca 

Rodriguez, Scientific Coordinators and Workpackage leaders, June 2008-May 2011). 

· A new approach to Science at the Life Sciences Interface. EPRSC Cross-Disciplinary Research 

Landscape Awards. (P.I. Professor David Gavaghan, May 2011-December 2016). 

· Mechanisms of ventricular wall deformation revealed by quantitative, imagingbased computer 

models incorporating sheet- and fibre-dynamics of normal and diseased heart. Funded by the British 

Heart Foundation (BHF): New Horizons Grant. (P.I. V. Grau, P. Kohl September 2013-August 

2016) 

Infrastructure 

The Department of Computer Science at the University of Oxford provides excellent support, facilities and 

infrastructure to support the activities that will be part of the proposed Centre of Excellence. The group has 

access to the required equipment including access to the UK supercomputer Archer and 2 Clusters servers 

for simulation and data sharing. 

 

4.1.7.University of Geneva 

The University of Geneva is a major university in Switzerland, with 

strong international recognition. The Computer Science Department at 

the University of Geneva is a multidisciplinary oriented research team. 

Through research and education activities, it promotes a conceptual and 

theoretical approach, together with a commitment to real life 

applications. 

Role in the project 

The main activities of Bastien Chopard's group in the CompBioMed project will be related to simulation and 

modelling tasks (WP2: Biomedical Research Activities), and their implementation on HPC platforms, and 

their coupling with other applications (Work Package 6: Empowering Biomedical Applications). 

Personnel 

Prof Bastien Chopard (m) is the head of the Scientific and Parallel Computation group in the 

Computer Science Department, and Jonas Latt is a senior scientist in this group. The team is 

internationally recognized for its work in Cellular Automata and lattice Boltzmann modelling. 

For more than 15 years, B Chopard's group has been developing new models and simulations of 

many complex systems, ranging from physical problems to environmental sciences, to 

economical, social systems and bio-medical applications. New methodologies for scientific and 

engineering problems have been proposed to solve challenging applications, in particular for multiscale 

applications and tightly coupled workflows. Other important research activities of the group are 

bioinformatics and parallel computing. B Chopard published over 200 articles in international journals and 

conferences and has contributed to many national and international research projects 

Dr Jonas Latt (m) is Head of Research at the University of Geneva and committee member of 

the Swiss Supercomputing Center CADMOS. He obtained his PhD degree on the topic of 

lattice Boltzmann modelling of fluid flow at the University of Geneva, Switzerland, in 2007, 

and since then pursued an academic career in Computational Fluid Dynamics and High 

Performance Computing. He is the original developer and current project manager for the 
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Palabos software, the widely recognized worldwide open-source lattice Boltzmann solver for massively 

parallel multi-physics application. 

Relevant publications, and/or products and services  

1. www.palabos.org: multiphysics, HPC lattice Boltzmann solver 

2. www.mapper-project.eu: MUSCLE 2 middleware for Distributed Multiscale Computing (see 

http://apps.man.poznan.pl/trac/muscle) 

3. B. Chopard, J. Borgdorff and A. G. Hoekstra, “A Framework for multiscale modeling”, Phil. Trans. 

R. Soc. A, 372: 20130376, 2014 

4. T. Hayase, M. Ohta, H. Anzai, B. Chopard and J. Falcone, “Design Optimization of a Flow Diverter 

Stent Using Several Arterial Configurations”, Journal of Biomechanical Engineering, 2014 

5. A. G. Hoekstra, B. Chopard, P. Lawford, “Multiscale Modelling and Simulation, in Computational 

Medicine: modelling the human body, chapter 7”, P. V. Coveney, V. Diaz-Zuccarini, P. Hunter and 

M. Viceconti (Eds), Oxford University Press, 2014 

Relevant previous projects or activities  

· EU FP7 THROMBUS project (http://www.thrombus-vph.eu/): This project has unravel several 

biomechanical processes involved in the embolization of cerebral aneurysms. These mechanisms 

have been included in numerical models and have been validated at the microscale with in-vitro 

experiments, and az macroscale with clinical observations. 

· EU FP7 MAPPER project (http://www.mapper-project.eu): The goal of this project was to develop a 

general methodology for designing, programming and executing a multiscale application on a 

distributed HPC infrastructure. Biomedics was one of the domains for which the framework was 

tested and found successful. 

· EpiPhysX (www.systemsx.ch/projects/research-technology-and-development-projects/epiphysx/): a 

Swiss national project in system biology aiming at understanding how tissues achieve their final size 

and shape during development and how they maintain or modify their morphology throughout their 

life. The approach is based on experiments, theory and numerical simulations. 

Infrastructure 

UNIGE has access to several supercomputers in Switzerland (e.g the 16k-core BGQ machine at CADMOS) 

and local university clusters (1000 cores). 

 

4.1.8.University of Sheffield 

The University of Sheffield is one of the most successful members of 

the UK’s prestigious Russell Group of research-intensive institutions. 

It has a formidable record in computational life sciences research and 

has collaborated in pan-European EC-funded projects since the 

earliest Framework Programmes. Having recently established the 130-

member Insigneo Institute for in silico Research – a joint venture 

between the faculties of Medicine and Engineering together with Sheffield’s very large NHS Hospital Trust 

– it is Europe’s largest single facility dedicated to the investigation of computational healthcare, and now 

provides unified access to all aspects of simulation-based medical research. With expertise across medical 

science, the Institute focuses particularly on orthopaedic, cardiovascular, oncological and neurological 

research, with an increasing role in genetics and its associated large-volume data-processing. 

As an important leader in the in silico research community, Sheffield has overseen the increasing maturity of 

mathematical modelling activities within medicine, developing sophisticated framework-based approaches to 

many aspects, including collaborative development environments, formalised multiscale technologies, secure 

data-sharing mechanisms, structured algorithmic development processes and generalised sharable workflow 

technologies. The Insigneo Institute is not only a centre for the focused development of in silico techniques 

but also a hub for the management of both large and small in silico research projects, including those with a 
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Relevant publications, and/or products and services  

1. M. Viceconti, G. Clapworthy, D. Testi, F. Taddei, N. McFarlane, “Multimodal fusion of biomedical 

data at different temporal and dimensional scales”, Comput Methods Programs Biomed, 102(3), 227-

37, 2011 

2. P. Morris, D. Ryan, R. Lycett, D. R. Hose, A. Morton, J. Gunn, “Virtual fractional flow reserve from 

a single rotational coronary angiogram: anatomy and physiology in one test”, J Am Coll Cardiol 

Cardiovasc Intv, 6:149–57, 2013 

3. S. Benkner, C. Borckholder, M. Bubak, Y. Kaniovskyi, R. Knight, M. Koehler, S. Koulouzis, P. 

Nowakowski, S. Wood, “A Cloud-Based Framework for Collaborative Data Management in the 

VPH-Share Project”, Advanced Information Networking and Applications Workshops (WAINA), 

27th International Conference on; 01/2013 

4. S. Benkner, A. Arbona, G. Berti, A. Chiarini, R. Dunlop, G. Engelbrecht, A. F. Frangi, C. M. 

Friedrich, S. Hanser, P. Hasselmeyer, J. Iavindrasana, M. Koehler, L. Iacono, G. Lonsdale, R. 

Meyer, B. Moore, H. Rajasekaran, P. E. Summers, A. Wöhrer, S. Wood “@neurIST: Infrastructure 

for Advanced Disease Management Through Integration of Heterogeneous Data, Computing, and 

Complex Processing Services”, IEEE transactions on information technology in biomedicine: a 

publication of the IEEE Engineering in Medicine and Biology Society 01/2010; 14:1365-1377. · 

1.69 Impact Factor, 2010 

5. M. C. Villa-Uriol, G. Berti, D. R. Hose, A. Marzo, A. Chiarini, J. Penrose, J. Pozo, J. G. Schmidt, P. 

Singh, R. Lycett, I. Larrabide, and A. F. Frangi, “@neurIST complex information processing tool 

chain for the integrated management of cerebral aneurysms”, Interface Focus June 6, 1 (3) 308-319, 

2011 

 

4.1.9.CBK Sci Con  

CBK Sci Con Limited (SME) is a consultancy that offers technical and 

management advice to business in e-science domains. CBK sits at the interface 

between academia and industry, and its main areas of focus include High 

Performance Computing and Modelling and Simulation across a number of 

sectors. CBK also facilitates industry access to High Performance Computing 

facilities and provides the required support to use the infrastructure. CBK is well connected to the HPC 

community at an EU and international level. 

Role in Project:  

CBK are leading WP1: Management, and so will be responsible for project management in CompBiomed 

and for liaising with the industry partners for on-ramping innovation activities. 

Personnel  

Mr Paul Best (m) is CBK’s chairman and manages the company’s involvement in EU 

proposals. Paul is a Chartered Engineer with 35 years of engineering, research and technology 

business experience, spanning complex engineered systems in aerospace, defence, transport, 

energy and sports sectors. Paul was a director and shareholder of Frazer-Nash Consultancy 

(computational scientific, engineering & mathematical services) and past chairman of CFMS 

Limited (Centre for Fluid Mechanics Simulation) a government supported joint venture with 

Rolls-Royce, Airbus, MBDA, BAE Systems, and Williams F1. Paul also sits on the UK Government’s E-

Infrastructure Leadership Council.  

Dr Riam Kanso (f) has a DPhil in Neuroscience from the University of Oxford. As Director 

& General Manager of CBK, Riam manages the company’s activities and is the principal point 

of contact for the company. Riam is responsible for business development within CBK and has 

both participated in and organised conferences at an international level. She also holds a 

position in UCL Enterprise and has worked on a range of technology transfer initiatives, 

including facilitating industry access to HPC.  

This proposal version was submitted by Peter Coveney on 13/01/2015 13:44:17 CET . Issued by the Participant Portal Submission Service.

 

CompBioMed    21 

Relevant publications, and/or products and services  

CBK can offer a range of services for CompBiomed: 

1. Professional project management services 

2. Promotion and facilitation of academic-industry collaborations  

3. Facilitating industry access to HPC resources 

4. Consulting services in computational biomedicine. 

Relevant previous projects or activities  

· Working with the Centre for Innovation (a shared public HPC facility in the UK) to facilitate 

industry access to CPU and GPU clusters through a range of outreach events.   

· Creating and disseminating HPC case studies in the materials modelling, pharmaceutical, and 

 computational software industries.   

· Working with pharmaceutical companies on in silico drug design paradigms. 

· Working with the UK Hartree Centre (at Daresbury Laboratory) on computing and data analytics. 

Infrastructure  

CBK has a well-established connection with a number of EU and international HPC resources, in addition to 

a strong working relation with the compute infrastructure provided by University College London and 

Hartree Centre.  

 

4.1.10.Universitat Pompeu Fabra 

The Research Programme on Biomedical Informatics (GRIB, 

http://grib.upf.edu) is a joint research programme of IMIM-

Hospital del Mar Research Institute and Universitat Pompeu 

Fabra (UPF) located at the Barcelona Biomedical Research 

Park (PRBB). It is funded by AGAUR. 

GRIB’s mission is to develop and apply computational 

methods and information technologies for a better understanding and prediction of biological phenomena, 

giving especial emphasis to pharmacological treatment. GRIB has extensive experience in the participation 

and coordination of transnational research projects. The list of the on-going European projects of the 

programme includes eTOX, OpenPHACTS, EMIF and RNPnet. 

GRIB is currently composed of more than 70 members, organized in 9 research groups. The research activity 

of GRIB has led to the creation of several spin-off companies including Pharmatools, Chemotargets and 

Acellera Ltd. 

GRIB is the coordinator of the Plataforma Tecnológica Española de Medicamentos Innovadores (PTEMI), 

jointly with Farmaindustria, is the node for Biomedical Informatics of the Spanish Institute of Bioinformatics 

(INB) and is deeply involved in the Bioinformatics Barcelona (BIB) platform which aims to boost training, 

research, and the transfer of technology in bioinformatics. 

The research interests of the laboratory are at the interface between computation and biology, with an 

application focus on biomedicine. Specifically, the group develops new computational physics methods and 

applies them to understand biological problems mainly at the level of protein folding and binding. This 

knowledge is then used to design molecules with therapeutic applications in mind. The group has three main 

research lines: 

· Biomedicine: search of new molecules to alter protein behaviour with possible therapeutic 

implications, using new simulation-based methods for drug discovery. 

· Computational physics: development of new codes for molecular dynamics simulations running on 

special hardware to maximize the data throughput and extend the window of exploration of 

biological phenomena by simulations. 
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GPUGRID.net is a distributed computing project for biomedical research from the Universitat Pompeu Fabra 

in Barcelona. GPUGRID is made of many graphics cards (GPUs) joined together todeliver high-performance 

all-atom biomolecular simulations. The molecular simulations performed are some of the most 

computationally demanding and usually require a supercomputer. Currently GPUGRID comprises several 

thousand GPUs and CPUs providing a resource equivalent to one of the largest supercomputers worldwide 

and representing the 3rd infrastructure worldwide in terms of capacity for molecular dynamics simulations. 

 

4.1.11.LifeTec 

LifeTec Group is a medical technology driven SME offering high-tech R&D 

services and smart customized solutions to accelerate innovations in healthcare. 

By combining engineering, physiology and clinical competencies LifeTec Group 

efficiently serves organizations by investigating, developing and assessing new 

medical devices, (bio)materials as well as regenerative and drug therapies. State-of-the-art R&D facilities, 

specialized enabling technology platforms and innovative predictive computer models are applied realizing 

time and cost effective R&D processes.   

LifeTec Group’s R&D services and practice provide new insights and understanding of pioneering 

healthcare technologies leading to increased value and performance of the device, (bio)material or therapy. 

The applied consulting approach creates efficient business strategies for healthcare innovations and 

contributes to technology readiness, valorization and new business creation, either for clients, individual or 

in partnerships. LifeTec Group’s approach is directly in line with the objective of the envisioned CoE. 

Role in the project 

LifeTec will play a substantial role in WP4: Innovation and Sustainability, particularly in pre-commercial 

activities. The main tasks of LifeTec Group in this project are the development and application of 

cardiovascular and orthopedic in silico models and tools and to combine them with the models of other 

participants. To create workflows, pipelines and interfaces. LifeTec Group will be involved in business 

development for the CoE by working on the Innovation Plan, which will establish mechanisms to actively 

promote in silico methods to e.g. the pharmaceutical industry. LifeTec Group will contribute to the 

development of the sustainability plan to ensure the Centre adheres to in silico regulatory procedures (FDA 

for US and EMA for EU) and incorporates relevant regulatory procedures into the CoE’s portfolio and 

monitor for changes in procedures and adapt as necessary. 

Personnel 

Dr Marco Stijnen (m) holds a Master’s degree in Mechanical Engineering and a doctoral 

degree in Biomedical Engineering from Eindhoven University of Technology. He joined 

HemoLab B.V. in 2004. HemoLab was renamed LifeTec Group B.V. in 2012. He is currently 

manager cardiovascular and management team member of LifeTec Group B.V. He has 

expertise in cardiovascular biomechanics (experimental and modelling), regenerative 

medicine, enabling technology, entrepreneurship, business development, project management, R&D medical 

devices, market research, assessment studies, and medical device standards. 

Dr Lars Mulder (m) holds a Master’s Degree in biomedical engineering from the Eindhoven 

University of Technology and received his PhD in 2007 in Orthopaedics and Dentistry from the 

Academic Centre for Dentistry Amsterdam. He was a postdoctoral fellow in the Orthopaedic 

Biomechanics group of Prof Keita Ito in the department of Biomedical Engineering of the 

Eindhoven University of Technology. After that he joined HemoLab B.V. a spin-off company 

from Eindhoven University of Technology. He is currently manager orthopaedics and 

management team member at LifeTec Group B.V. He has expertise in orthopaedic biomechanics 

(experimental and modelling), spine, bone, cartilage, regenerative medicine, enabling technology, 

entrepreneurship, business development, project management, R&D medical devices, market research, 

assessment studies, and medical device standards.  
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Ms Loes van der Donk (f) holds a bachelor’s degree in Mechanical Engineering and a 

Master’s degree in Biomedical Engineering from Eindhoven University of Technology. She is 

currently a Project Engineer at LifeTec Group, specializing in computational modelling of 

cardiovascular biomechanical problems. 

Relevant publications, and/or products and services  

1. J. de Hart, A. de Weger, S. van Tuijl, J. M. Stijnen, C. N. van den Broek, M. C. Rutten, B. A de Mol, 

“An ex vivo platform to simulate cardiac physiology: a new dimension for therapy development and 

assessment”, Int J Artif Organs. Jun;34(6):495-505, 2011 

2. J. de Hart, G. W. Peters, P. J. Schreurs, F. P. Baaijens, “A three-dimensional computational analysis 

of fluid-structure interaction in the aortic valve”, J Biomech, Jan;36(1):103-12, 2003 

3. L. Mulder, B. van Rietbergen, N. J. Noordhoek, K. Ito, “Bone Determination of vertebral and 

femoral trabecular morphology and stiffness using a flat-panel C-arm-based CT approach”, 

Jan;50(1):200-8, 2012   

4. Computational services for industry, clinic, and academia for cardiovascular and orthopaedic 

situation. 

5. In vitro and ex vivo tissue and organ model services for the validation of computational models. 

Relevant previous projects or activities  

· EuHeart (FP7) 

· VPHOP (FP7) 

· Discipulus – Digital patient roadmap (FP7) 

· Avicenna project – A strategy for in silico clinical trials (FP7) 

· Expert reviewers for DEKRA (notified body) in the orthopaedic and cardiovascular field. 

Infrastructure 

The capacity and resources of LifeTec Group comprise different labs for experimental and computational 

research, state-of-the-art in vitro, ex vivo and in silico models, customized mechanical-loading-bioreactor 

systems, mechanical loading equipment, imaging and microscopic equipment (microCT, nanoCT, SEM, 

fluorescent and confocal microscopy), equipment for measuring multiple bio(mechanical) variables. Through 

its partnerships, LifeTec Group has access to additional facilities at partner institutions. 

 

4.1.12.Acellera 

Acellera (SME) is a Barcelona based company focused on 

providing new technologies for the study of biophysical 

phenomena. For the past 8 years, Acellera’s R&D programme has 

focused on developing software and hardware solutions that 

optimize the efficiency and throughput of molecular dynamics 

simulations. Our first innovation, ACEMD, demonstrated accelerator processors (GPUs) as an entry to high 

efficiency computing for MD simulations, and furnished personal workstations with cluster-computer levels 

of performance at a fraction of the cost. Acellera leverages the power of GPUs to enable molecular dynamics 

simulations in high-throughput. Whether in-house (Metrocubo), or over the cloud (AceCloud), Acellera’s 

technology delivers efficient solutions for biotechnology research, including the discovery of active small 

molecules using the fragment approach. The Binding Assay by Acellera computationally yields binding 

constants, poses, pathways and kinetic constants with a level of detail and accuracy that is unique worldwide. 

Role in the project 

Acellera will play a substantial role in WP2: Biomedical Research Activities, WP4: Innovation and 

Sustainability, and WP6: Empowering Biomedical Applications. Acellera will provide technology and 

knowhow for large-scale molecular simulations and analysis. Acellera will participate in the following 

research activities within the Molecular-based Medicine theme: Molecular simulation of the transport 
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neuroscience, pain, oncology, inflammation and cardiovascular, metabolic and 

infectious diseases. Its sole mission is to build a partnered product pipeline 

based on high quality drug discovery and science and technology through 

efficient collaborations. Evotec has had significant drug discovery innovations 

in its 20-year history. It provides drug discovery expert services to pharmaceutical and biotechnology 

companies as well as to academic institutions. Evotec focuses on quality-driven services and innovative 

alliances. It has several significant long-term discovery alliances with well-established industry players such 

as Bayer, Boehringer Ingelheim, the CHDI Foundation, Genentech, Janssen Pharmaceuticals, AstraZeneca 

and Ono Pharmaceuticals. Moreover, the company has many existing partnerships and product candidates 

available in both clinical and pre-clinical development. Under these partnerships, Evotec has collaborated 

with Boehringer Ingelheim, MedImmune and Andromeda (Teva) in the field of diabetes. Furthermore, these 

partnerships extend with Janssen Pharmaceuticals in the field of depression along with Roche to assist in the 

area of Alzheimer’s disease. According to Alpha Deal Group’s recent report, Evotec has generated 100 lead 

series, 30 pre-clinical candidates and 20 clinical compounds. It recently introduced a rich Phase 3-1 product 

pipeline, which includes first in class targets. The company has profitably been growing its business, driven 

by milestones and a strong cash position.  

Role in the project 

Evotec AG as a leading industrial application partner will be responsible for four key objectives: adaptation 

of hierarchical GPCR modelling protocol (HGMP) to HPC platform, developing of the new HGMP-HPC 

based tools / plugins that require high scale calculations, testing and application of HGMP-HPC integrated 

technology in real drug discovery cases within the CoE and to make it available to third parties seeking 

assistance from the CoE and/or from Evotec, and dissemination of the results of this work to our partners in 

academia and in pharma & biotech companies in order to stimulate follow-on research. Evotec will also to 

publish the outcome of this work in peer-reviewed journals and at scientific conferences. 

Personnel 

Dr Mike Bodkin (m) is Vice President of Research Informatics at Evotec and leads the 

computational chemistry, systems integration, data management and software support 

groups. He has recently joined Evotec after a long career at Lilly where he was head of 

computational drug discovery. Mike obtained his PhD from the crystallography department 

at Birkbeck College, University of London, followed by a post-doc at Cambridge 

University. He took up a position with AstraZeneca working in respiratory and 

inflammation before moving to Lilly in 2000 focusing on neurodegeneration, psychiatry and 

pain. Mike has a broad experience of discovery stretching more than 20 years and has developed a strong 

collaborative network across the globe including Pharma, Biotechs and several key academics. His research 

aims are to continue to develop new algorithms and software in the fields of drug discovery and systems 

informatics and to deliver and apply current and novel methods as tools for use in drug research. 

Dr Alexander Heifetz (m) is Royal Society Industry Fellow and Principal Scientist 

computational chemistry team at Evotec. In 2001 he obtained his PhD from the Weizmann 

Institute of Science, Israel under supervision of former Israeli president and Foreign Member 

of the Royal Society Prof Ephraim Katzir and Dr Miriam Eisenstein. As senior computational 

chemist Alex has more than 13 years of experience in drug discovery industry (EPIX 

Pharmaceuticals until 2005, at Biosystem Informatics (BII) Institute Newcastle until 2007 and at Evotec 

from 2007 - present) and was involved in discovery of 4 clinical drug candidates for treatment of anxiety
1
, 

major depressive disorder, pulmonary hypertension, and Alzheimer’s disease. He has more than 35 patents 

and more than 14 publications in the peer reviewed journals
2-6

 in the area of medicinal chemistry and 

molecular modelling. In 2011 he received the Royal Society Industry Award for GPCR modelling and 

established collaboration with the group of Dr Phillip Biggin from the University of Oxford. In collaboration 

with University of Oxford he developed a novel hierarchical GPCR modelling protocol (HGMP) to support 

structure-based drug discovery programs.  
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Infrastructure 

· Evotec AG has two operating segments – EVT Execute and EVT Innovate. EVT Execute provides a 

cost-effective drug discovery research and development outsourcing platform. EVT Execute is an 

expert in providing high quality drug-discovery services  

· EVT Innovate forms a bridge between academia and pharmacy. EVT Innovate has a systematic, 

unbiased and comprehensive pipeline with two main initiatives: Target X and Cure X. It works in the 

fields of oncology, diabetes and complications of diabetes, neurology, anti-effectives and pain and 

inflammation. EVT Innovate works in five major fields to provide complete infrastructure and 

discovery solutions. Furthermore, EVT Innovate works in the direction of driving product candidates 

to expand pharmaceutical pipeline strategies without financial risk.  

· The company outsources research and development in a new way. The outsourced R&D of Evotec 

offers other companies research based on speed, creativity, new technological advancements and 

cost effectiveness. This outsourcing idea has proved to be a success, increasing R&D spend, industry 

consolidation, biotech in-licensing or acquisition, R&D reorganization, capital efficient outsourcing 

and innovation alliances. 

 

4.1.14.Bull 

Bull is the trusted partner for enterprise data. The Group, which is firmly established 

in the Cloud and in Big Data, integrates and manages high-performance systems 

(including high end HPC Clusters) and end-to-end security solutions. Bull's offerings 

enable its customers to process all the data at their disposal, creating new types of 

demand. Bull converts data into value for organizations in a completely secure 

manner. Bull currently employs around 9,200 people across more than 50 countries, with over 700 staff 

totally focused on R&D. In 2013, Bull recorded revenues of €1.3 billion with a particularly strong presence 

in the public, healthcare, finance, telecommunications, manufacturing and defence sectors.  

Closely attuned to changes in technology and business, Bull R&D is involved in all key areas of the Group’s 

activities: high-performance computing, cyber-security, Cloud computing, information systems 

modernization, Big Data. In recent years, the Bull R&D labs have developed many major products that are 

recognized for their originality and quality. These include the bullx supercomputer offer (with several 

references in the TOP500), bullion servers for the private Clouds and Big Data, the Shadow intelligent 

jamming system designed to counter RCIEDs, the libertp tool for modernization of legacy applications and, 

most recently, hoox, the first European smartphone featuring native security. To explore new areas and 

develop tomorrow's solutions, today, Bull R&D is investing heavily in customers – with whom it has forged 

many successful technological partnerships – as well as in institutional collaborative programs (such as 

competitiveness clusters and European projects) and in partnerships with industry (Open Source, 

consortiums). 

Role in the project 

Bull will be heavily involved in Task 2.6: Upscaling of CompBioMed Production Applications for Future 

HPC Platforms and in WP4: Innovation and Sustainability. Bull intends to provide access to an “on-demand” 

HPC production infrastructure with dedicated portal, and provide expertise. They will contribute to best 

practices recommendations for efficient resource usage and solution upscaling toward the exascale. They 

will also contribute to (Big) Data management aspects of the project (Task 5.5 Integrating Compute and Data 

Infrastructure). 

Personnel 

Mr Andrew Grant (m) is Director of the HPC and Big Data Practice for the Bull in the UK 

and Ireland with responsibility for all UK business in this area. Prior to joining Bull in 2014, 

Andrew was head of HPC sales and business development for IBM in the UK&I where he 

managed sales and technical teams selling complex HPC and Big Data solutions in the 

public sector, defence, life sciences, research and industrial sectors including many Top 500 

systems. Prior to working in industry Andrew ran a HPC research team at the University of 
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- H4H (ITEA project). The objective of this project is to provide compute-intensive 

application developers with a highly efficient hybrid programming environment for 

heterogeneous computing clusters composed of a mix of classical processors and hardware 

accelerators.  

- PerfCloud: (French FSN project). The objective of this Perfcloud activity is to develop 

advanced technologies for the building of a new generation of large HPC systems that can be 

used in cloud infrastructures and to demonstrate the usefulness of these technologies on 

selected applications. 

- TIMCO: It is a French ”Pole de Competivité” project. The aim of the TIMCO project is to 

develop a new server hosting 16 processors and up to 21 Terabytes of memory, whose 

coherency is ensured with a dedicated ASIC. This server aims at applying "in-memory 

computing".   

· Bull is also involved in other cooperative projects aiming at developing (at European level) the use 

of High Performance Computing (PRACE, Fortissimo …) 

Infrastructure 

Bull will leverage its ‘Extreme Factory’ offer within this project: Totally developed, hosted and managed by 

Bull, extreme factory delivers total compatibility with all standard computing codes, total confidentiality for 

data, and total access to all the available power of the very latest systems and components: 

· Based on bullx supercomputers, Extreme Factory allows remote users to access as many processing 

cores as needed. 

· Extreme Factory provides a powerful web portal to ease and secure user interactions with the 

applications hosted on extreme factory. It manages users, jobs, projects, security, data download and 

upload, in a unified interface which hides all complexity from the user and returns accounting 

information for extreme factory usage 

· License management: Bull collaborates with ISVs in order to facilitate license control operations 

(FLEXlm configuration, RLM, encrypted keys through IP tunnels for online license checking). 

· Remote rendering : special effort has been made to implement tools permitting remote visualization 

of the computation's results. 

· Security: Extreme Factory has been realized with the need to secure each user in a dedicated 

environment : each customer has full access to and visibility over its own jobs, projects and data, but 

has no means of accessing any other part of the infrastructure. 

 

4.1.15.Janssen 

Janssen Pharmaceutica NV is the Belgian affiliate of Janssen, 

Pharmaceutical companies of Johnson & Johnson. Johnson & Johnson is a 

major health care company headquartered in the US. Janssen focuses on 

discovery, development, and marketing in 5 major therapeutic areas: 

Cardiovascular and Metabolism, Oncology, Neuroscience, Immunology, 

and Infectious Diseases & Vaccines. Janssen is actively participating in numerous public-private consortia, 

including over 10 IMI programs, FP7 programs, the Netherlands Metabolomics Centre, and so on. 

Role in the project 

Janssen’s interests are in developing and using advanced molecular simulation methods to optimize lead 

compounds in discovery programs, and to predict the activity of compounds with targets that have mutated 

residues. The latter application can be of value in diagnostics, by predicting the best possible compound for a 

patient clinically, but is also of use in discovery, where mutated targets occur regularly in antibacterials, 

antivirals, and oncology compounds. Activities described in Work Package 2 (Task 2.3) are closely aligned 

with our interest. Specifically, in subtask 2.3.1 we will help improve the computational approaches to free 

energy of binding calculations. The expertise that will be built up will be used in future drug discovery 
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• The CoE constitutes a powerful consortium of partners and 
will actively train, disseminate and engage with these user 
communities across Europe and beyond. 

• Because this field is new and growing rapidly, it offers 
numerous innovative opportunities. 

• There are three SMEs and three enterprises within the 
project, as well as eight associate partners drawn from across 
the biomedical sector. 

• We will engage closely with medical professionals through our 
partner hospitals in order to establish modeling and simulation 
as an integral part of clinical decision making. 

Our CoE is thus user- driven, integrated, multidisciplinary, 
and distributed; presenting a vision that is in line with the 
Work Programme. 



COMPBIOMEDOutline

• Will advance the role of computationally based modelling
and simulation within biomedicine.

• Brings together academic, industrial and clinical 
researchers to build, develop and extend such 
capabilities in line with the increasing power of HPC.

• Three distinct exemplar research areas will be pursued: 
cardiovascular, molecularly-based and neuro-
musculoskeletal medicine. 

CompBioMed already featured in Nature: 
http://bit.ly/24jBf27

http://bit.ly/24jBf27


COMPBIOMEDKey Objectives

1. Coalesce the burgeoning HPC user community within 
the biomedical research field. 

2. Promote innovation in the field of computational 
biomedical modelling and simulation.

3. Train future generations of scientists within the field of 
computational biomedicine 

4. Use best practice Software Carpentry tools and 
techniques to develop and sustain existing community 
codes.

5. Engage with a range of industries across the entire 
healthcare value chain.

6. Engage closely with medical professionals to promote 
the tools, techniques as well as access mechanisms 
developed within our Centre. 



COMPBIOMEDOutline

• Predictive computational biomedicine involves 

applications that are comprised of multiple components, 

in automated workflows in which data is taken from an 

individual patient, processed, and combined to produce 

predicted health outcomes.

• Many of the models are multiscale, requiring the 

coupling of two or more high performance codes.

• Computational biomedicine holds out the prospect of 

predicting the effect of personalised medical treatments 

and interventions ahead of carrying them out. 



COMPBIOMEDMultiscale Biomedical Modelling 
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Figure 1: The multiple hierarchical levels of modelling and simulation that arise in computational biomedicine. The horizontal axis 
denotes the spatial scale (“ Scale levels” ) , the vertical axis to the physiological level of organisation (“ Organisational levels” ), and 

the axis perpendicular to both these describes the computational domain of modelling and simulation (“ Action levels” ). 

Deep Track: The Deep Track will extend the capabilities available from the Fast Track to other 

parts of the “level matrix” shown in Figure 1, providing new capabilities where available, bringing 

on board and addressing the requirements of other members of the computational biomedicine 

community who research on other disease cases. In this respect, we expect the CoE’s action to be 

dynamic yet efficient, because much of what is developed thanks to the Fast Track will be recycled 

and projected into new areas through the Deep Track. The standardised interfaces and integrative 

tools designed in the Fast Track will be extended to meet the needs of different groups, including 

clinicians, researchers and industrial users, helping to compose pipelines and then execute them on 

HPC and other computing/data resources. Emphasis will always be foremost on the ease-of-use of 

the tools and services, of particular concern in a field where there is hitherto a relatively small 

amount of relevant formal educational training. For that reason, the CoE’s training and educational 

actions will be of utmost importance. In the Deep Track, we will upscale the software towards the 

exploitation of future (exascale) HPC environments, through extreme scaling of monolithic codes, 

where relevant and through the design and development of workflows and coupling interfaces for 

multiscale and multiphysics applications that can be deployed on such machines. These activities 

will require close attention to be paid to the detailed, heterogeneous nature of the HPC resources; 

we will exploit principles of co-design in optimising these applications for such future architectures, 

both to optimise the compute performance and to handle data management within, onto and off 

these resources. 

Service activities 
Our Centre will provide several core services to the wider computational biomedicine user 

community. Long term impact from both the Fast and Deep Tracks will be critically dependent on 

“on demand” (including advance reservation) access to HPC (and associated) resources in order to 

deliver model predictions reliably and accurately. These features are deemed to be essential by all 
three of our user communities—academic, industrial and clinical researchers, albeit they are rarely 

offered today on most existing HPC systems (largely due to the expectations of funding agencies 

which stipulate usage profiles). Thus, we expect to drive new access mechanisms for HPC resources 

that support such real-time requirements. This will be based on technology that we have in large 

part already developed, through previous projects such as FP7 funded MAPPER or EUBRAZIL-

CC. Furthermore, the demands of such work being heavily data driven and data intensive, we 
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RADICAL-Cybertools (http://radical-cybertools.github.com), developed by Associate Partner 

Rutgers University is a suite of tools that provide a common, consistent and scalable approach to 

high-performance and distributed computing. RADICAL-Cybertools consists of three fundamental 

components: (i) SAGA, an OGF community standard API for application-level jobs and data 

movement; (ii) RADICAL-Pilot (also known as BigJob), a tool that provides the ability to 

aggregate large number of tasks into a single-container job; (iii) Ensemble MD Toolkit, which 

builds upon RADICAL-Pilot as the execution layer, supports different patterns of ensemble-based 

computing, including replica-exchange, workflows and simulation-analysis loops. These tools will 
prove very effective when wrapping up complex workflows requiring very high core counts, for 

submission to resource providers such as PRACE which, hitherto, only support single “monolithic” 
jobs.  

The Multimod Application Framework (MAF) is a software framework for the rapid 

development of a computer aided biomedical applications. Under development for 11 years, this 

open source tool, of which USFD is a core developer, has been used in many VPH projects. The 

most recent version, MAF3, permits distributed execution over multiple memory spaces; it has been 

used to develop the VPH Hypermodelling Framework (VPH-HF), an execution environment that 

allows users to build multiscale models by composing single-scale models developed with disparate 

technologies. VPH-HF has been successfully used to develop the VPHOP multiscale modelling 
environment. 

 
Figure 2: The CompBioMed HPC analytics environment comprised of a layered software and hardware architecture. Our high level, 
Fast Track, application scenarios will build on these infrastructure services, workflow tools and multiscale modelling environments, 

that in turn build on application codes running on available HPC resources. The figure contents are not exhaustive, and do not 
contain all applications and tools/services we intend to deploy and use. 

The deployment of these services on resources owned and operated by the CoE will constitute our 
HPC analytics platform, and will be made available to all researchers within the computational 

biomedicine community. Figure 2 illustrates how the different components will interact.  

Resource providers 
Our Centre will seek to build the computational biomedicine community in Europe, but will not 
own or run its own dedicated HPC resources that can meet the full set of compute demands of its 

users. Instead, it will facilitate access to compute resources on behalf of our user community, by 
securing access to resources through national and European allocation schemes and community 
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Section 4: Members of the consortium  
 

4.1. Participants (applicants) 

The next sections will describe all partners and their roles in the consortium. 

4.1.1.University College London  

University College London (UCL) London’s Global University was 

established in 1826, is among the top universities in the UK and 

ranked in 5
th
 place worldwide in the QS World University Rankings 

2014/15. It was also the first UK university to welcome female 

students on equal terms with men. Academic excellence and conducting research that addresses real-world 

problems inform its ethos to this day. UCL academics are working at the forefront of their disciplines, 

collaborating with world-renowned organisations such as Intel, BHP Billiton and NASA and contributing to 

influential reports for the UN, EU and UK government. UCL’s academic structure consists of 10 faculties, 

each home to world-class research, teaching and learning in a variety of fields. UCL has 920 professors, 

more than 5,000 academic and research staff, and a nearly 29,000-strong student community.  

The Centre for Computational Science (CCS) at UCL, led by Prof Peter Coveney, is an internationally 

leading centre for innovative scientific research using high performance computing. CCS is currently 

comprised of some 20 members and pursues a diverse range of research unified by common computational 

approaches, from theory and design of algorithms to implementations and middleware on internationally 

distributed HPC systems. The CCS enjoys numerous successful industrial collaborations with companies 

such as Unilever, Schlumberger, Microsoft, Pfizer and Fujitsu. The CCS has developed several HPC 

applications, including the computational fluid dynamics code, HemeLB, for clinical applications in vascular 

disorders such as intracranial aneurysms. The UCL team also maintains other software, tools and services, 

including a second HPC code, LB3D, which supports a number of other biomedical studies, along with the 

Binding Affinity Calculator (BAC), and the Application Hosting Environment (AHE). 

The Department of Structural and Molecular Biology is an integral part of the Institute of Structural and 

Molecular Biology (ISMB), an institute conducting world-class research in the field of protein science. The 

ISMB is a joint institute between UCL and Birkbeck, primarily constituted of the UCL Department of 

Structural and Molecular Biology and the Birkbeck College Department of Biological Sciences, but also 

including the Chemical Biology section of the UCL Department of Chemistry. The department investigates 

areas of modern biology, biotechnology and medicine at the atomic, molecular, cellular and organism levels. 

The National Hospital for Neurology and Neurosurgery (NHNN) is the UK's largest dedicated 

neurological and neurosurgical hospital. It provides comprehensive services for the diagnosis, treatment and 

care of all conditions that affect the brain, spinal cord, peripheral nervous system and muscles. Services 

include specialist neurosurgery, a brain tumour unit, the Hyper-acute Stroke Unit (HASU), an acute brain 

injury unit, the National Prion Clinic, a pioneering neuro-rehabilitation unit, the UK's first interventional 

MRI scanner, the largest specialised neurosurgical ITU and the only neuromedical ITU in the 

country. Together with its neighbour, the Institute of Neurology, it is a major international centre for research 

and training. The Hospital is part of University College London Hospitals NHS Foundation Trust (UCLH). 

The Gupta lab, led by Dr Ravindra Gupta, is based in the Division of Infection & Immunity within the 

Faculty of Medicine at UCL. Their work focuses on four areas; investigating the details of macrophage 

infection in clinical isolates, exploring viral determinants of successful transmission by examining HIV 

genes individually from both acute and chronic infection, studying in vitro HIV drug resistance to protease 

inhibitors and implications for global scale up of antiretroviral therapy, and exploring the minimum host 

requirements of high level HIV control.  

Role in the project 

UCL leads the overall project and will take a substantial role in WP1: Management, particularly in 

coordination of the consortium; WP2: Biomedical Research Activities, particularly in leading the 

molecularly-based medicine exemplar research; and WP6: Workflows and Performance, including the 

deployment of an informatics platform to store data from the project as well as other software tools such as 

HemeLB, BAC and AHE. 
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· 2020 Science: A new approach to Science at the Life Sciences Interface, UK EPSRC, 05/05/2011 - 

04/11/2016 

· p-medicine: personalised-medicine, EU FP7 Integrated Project (IP), 01/02/2011- 01/01/2015 

· CRESTA: Collaborative Research into Exascale Systemware, Tools & Applications, EU FP7, 

01/10/2011 - 30/09/2014 

· EUDAT: European Data Infrastructure, EU FP7, 01/10/2011 - 30/09/2014 

Infrastructure 

· UCL provides Research IT Services that furnish access to local HPC resources including the Legion 

cluster. UCL is a member of the e-Infrastructure South Consortium and the associated Centre for 

Innovation that runs the large-scale computing facilities Iridis and Emerald. 

· UCL is a member of the EPSRC funded UK Consortium on Mesoscale Engineering Sciences 

(UKCOMES) which has access to considerable resources on the UK National Supercomputing 

Service ARCHER, also part of PRACE. 

 

4.1.2.University of Amserdam 

The University of Amsterdam (UvA) is one of Europe’s leading research universities. It 

collaborates with hundreds of national and international academic and research 

institutions, as well as businesses and public institutions. UvA forges a meeting of minds 

for the advancement of education and science. UvA has a long-standing tradition of 

excellent research. Its fundamental research in particular has gained national and 

international recognition and led to numerous grants. UvA has 7 faculties, 3000 academic 

staff members and 30000 students. 

The Computational Science Lab of the faculty of Science of the University of Amsterdam aims to describe 

and understand how complex systems in nature and society process information. The abundant availability of 

data from science and society drives its research. It studies Complex Systems in the context of methods like 

multi-scale cellular automata, dynamic networks and individual agent based models. Challenges include 

data-driven modelling of multi-level systems and their dynamics as well as conceptual, theoretical and 

methodological foundations that are necessary to understand these processes and the associated predictability 

limits of such computer simulations. The Computational Science Lab has extensive experience in EU 

Framework projects. The lab provides a wealth of experience in computational science and specifically in 

information processing in complex systems, multiscale modelling and simulations, and applications in the 

socio-economic domain. Their work on modelling complex systems in general and complex networks in 

particular together with long experience in the application of Cellular Automata, Agent-based models and 

Complex Networks methods, as well as advanced modelling methods, will be crucial to this project. 

Role in the project 

UvA will bring in expertise in computational biomedicine, modelling and simulation, and high performance 

computing. Specifically, UvA will work on applications in the Cardiovascular field, with focus on complex 

multiscale models related to treatment of Coronary Arteries, as well as modelling thrombosis using high end 

fully resolved blood flow models. UvA will lead WP3: Training and Outreach, contributing not only UvA’s 

domain knowledge, but also its expertise and reputation as a large academic institution. 

Personnel 

Prof Alfons Hoekstra (m) (PI) is a professor in Computational Science at the University 

of Amsterdam and the national research university ITMO, St Petersburg, Russia. His 

research focuses on multi-scale multi-science modelling, large-scale simulations, and high 

performance computing, mainly in the biomedical domain and complex systems science. 

He has long-standing expertise in Computational Biomedicine, Complex Systems 

simulations, and high performance parallel and distributed computing. He has published 

over 250 research papers. He has extensive experience in participation and management of EU Framework 

projects. He was the project coordinator of the COAST project (FP6), the MAPPER project (FP7) and is 
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Relevant previous projects or activities  

· COAST: FP6 STREP: a multi-scale, multi-science framework for modelling and simulation of 

complex systems based on a hierarchical aggregation of coupled Cellular Automata and agent-based 

models. (www.complex-automata.org). 

· MAPPER: FP7 CP-CSA: Computational strategies, software and services for distributed multiscale 

simulations across disciplines, exploiting existing and evolving European e-infrastructure (mapper-

project.eu) 

· Thrombus: FP7 STREP: development and validation of multiscale models for thrombosis in 

intracranial aneurisms (http://www.thrombus-vph.eu). 

· MeDDiCa: FP6 Marie Curie ITN: Multiscale modelling of in-stent restenosis, validation against 

porcine and clinical data (website no longer available)  

Infrastructure 

· Computational infrastructure consisting of the UvA LISA parallel computer, see 

https://surfsara.nl/systems/lisa/description. 

· Extended visualisation equipment (multitouch tables and screens, a videowall) for visualisation of 

and interaction with the measured and modelled networks. 

 

4.1.3.University of Edinburgh 

Ranked 17
th

 in the 2014 QS World University Rankings, the University of Edinburgh is 

one of Europe’s leading research universities and is represented in this project by its 

supercomputing centre, EPCC (http://www.epcc.ed.ac.uk). It is the Project Coordinator of 

ExaIO. Established in 1990, EPCC is one of Europe’s leading supercomputing centres with 

a full-time staff of 75, most educated to postgraduate level, and with a large array of HPC 

systems including the 118,080-core, 1.64-Petaflop Cray XC30 MPP-based UK National 

HPC service – ARCHER. EPCC works with a wide variety of scientific and industrial partners. 

Collaborative projects with industry represent 50% of the Centre’s annual turnover (£5 million in FY13/14 

excluding capital costs). EPCC has led the UK’s technical work in the all of the PRACE projects. 

In addition to its role as a national HPC service provider, EPCC provides a wide variety of services to both 

industry and academia including: HPC application design, development and re-engineering; HPC application 

performance optimisation; distributed computing consultancy and solutions (with a particular focus on Grid 

and Cloud computing); HPC facilities access; project management for software development; and data 

integration and data mining consultancy. The organisation has considerable experience of managing large, 

complex EU-funded projects including amongst others the successful NextGRID and Fortissimo Integrated 

Project and the EC FP7 CRESTA project. It has also played a leading role in many other projects including 

DEISA and DEISA2 (where it led the benchmarking and training activities, and managed the DEISA 

Extreme Computing Initiative), HPC-Europa, BonFIRE, APOS-EU and ADMIRE. 

EPCC is the lead partner, in collaboration with the universities of Manchester, Oxford and Southampton, of 

the Software Sustainability Institute. The Institute is the UK's leading facility for supporting and 

representing researchers of all disciplines who use and develop specialist software, and is a partner in the 

Software Carpentry foundation dedicated to training researchers. 

The centre has a long history of working with HPC vendors to design leading edge novel HPC systems 

including the QCDOC system, the Maxwell FPGA system and, most recently, the IBM Bluegene/Q. 

Role in the project 

EPCC are leading WP4: Sustainability and Innovation and are heading the integration of Compute and Data 

Infrastructures. EPCC can act as a business advisory, and can provide HPC resources, HPC expertise, SSI, 

and Software Carpentry Courses. 
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patient specific HIV-1 protease sequences”, In Proceedings of the 2011 TeraGrid Conference: 

Extreme Digital Discovery (p. 4). ACM, 2011 

5. L. Han, S. Potter, G. Beckett, G. Pringle, S. Welch, S. H. Koo, G. Wickler, A. Usmani, J. L. Torero, 

A. Tate, “FireGrid: an e-infrastructure for next-generation emergency response support”, Journal of 

Parallel and Distributed Computing, 70 (11), 1128-1141 

Relevant previous projects or activities  

· PRACE 2010-2014 (EU FP7 RI-261557, RI-283493, RI-312763)): enabling high impact scientific 

discovery and engineering research through world class computing and data management resources; 

http://www.prace-ri.eu/  

· EUDAT 2011-2015 (EU FP7 283304): towards a European Collaborative Data Infrastructure; 

http://www.eudat.eu/ 

· RDA/Europe 2012-2014 (EU FP7 312424): driving European engagement in the Research Data 

Alliance; https://europe.rd-alliance.org/ 

· ADMIRE 2007-2010 (EU FP7 215024): developing a canonical approach to streaming data 

workflows; http://www.admire-project.eu/ 

· CRESTA 2011-2014 (EU FP7 287703): developing techniques and solutions which address the most 

difficult challenges that computing at the exascale can provide.; http://www.cresta-project.eu/ 

Infrastructure 

· ARCHER, the UK National HPC system: a 108,000 core Cray XC30. 

· The UK Research Data Facility: a 34 PB disk/tape long-term data storage. 

· Indy, a dual-boot Windows/Linux cluster for industrial applications: a 1,536 core Opteron Interlagos 

cluster with 6.6 TB distributed memory. 

 

4.1.4.Barcelona Supercomputing Centre 

The Barcelona Supercomputing Center (BSC-CNS) was 

established in 2005. It is the Spanish national supercomputing 

facility. Its mission is to research, develop and manage 

information technologies in order to facilitate scientific 

progress by combining expertise covering a wide range of 

High Performance Computing expertise. Following this approach, BSC has brought together a critical mass 

of first- rate researchers, high performance computing experts and cutting-edge supercomputing technologies 

in order to foster multidisciplinary scientific collaboration and innovation. The centre currently has over 500 

staff from 41 countries. 

BSC-CNS hosts MareNostrum, the most powerful supercomputer in Spain. After the last upgrade (2012-

2013), MareNostrum has a peak performance of 1,1 Petaflops, with 48,896 Intel Sandy Bridge processors in 

3,056 nodes, and 84 Xeon Phi 5110P in 42 nodes, with more than 104.6 TB of main memory and 2 PB of 

GPFS disk storage. As of June 2013, MareNostrum was positioned 29th in the TOP500 list of fastest 

supercomputers in the world. MareNostrum is managed by the Operations team that takes care of its 

availability, security and performance. An important task of this team is to support scientists in the usage of 

MareNostrum, as well as to help them in the improvement of their applications getting better research 

results. Marenostrum is also part of the PRACE Research Infrastructure as one of the 6 Tier-0 Systems 

currently available for European scientists. 

Role in the project 

BSC are leading WP2: Biomedical Research Activities, and heading the Development and Implementation 

of Multiscale and Workflow Interfaces. BSC has a unique combination of expertise, from hardware design to 

programming models, from simulation to visualization, from life sciences to engineering. Working together, 

BSC researchers develop HPC-based simulation tools capable of running efficiently on large 

supercomputers. The application department (CASE) creates simulation tools with a wide range of 

application domains. In particular, Biomechanics is one of the most active, with more than 20 researchers. In 
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· Marie-Curie ITN NEMOH: ITN aiming to form the next generation of European volcanologists, 

capable of extending further the knowledge and understanding of volcano dynamics and the methods 

and paradigms for volcanic hazard evaluation. 

· FP7 European Project EUBrazil-CC “EU Brazil Cloud Connect”: Joint EU-Brazil Project for cloud 

computing in science. In this project, the HPCM Team develops a coupled cardiovascular simulation 

tool (France). 

· Joint Laboratory for Extreme Scale Computing JLESC: Joint research initiative for peta-scale 

computing, partnered by BSC, INRIA, the Argonne National Lab and the University of Illinois at 

Urbana Champaign (USA). 

Infrastructure 

As a Tier-0 partner of the Partnership for Advanced Supercomputing in Europe PRACE-RI, BSC provides 

different services associated with HPC: computational resources and training. BSC supercomputers, such as 

Marenostrum, are integrated within the supercomputing infrastructure, where BSC provides cycles and 

support. PRACE, has selected six of its members' sites: Barcelona Supercomputing Center (Spain), CINECA 

- Consorzio Interuniversitario (Italy), CSC - IT Center for Science Ltd (Finland), EPCC at the University of 

Edinburgh (UK), Gauss Centre for Supercomputing (Germany) and Maison de la Simulation (France) as its 

PRACE Advanced Training Centres. The mission of these centres is to carry out and coordinate training and 

education activities that enable the European research community to utilise the computational infrastructure 

available through PRACE. The long-term vision is that such centres will become the hubs and key drivers of 

European high-performance computing education.  

Additionally, BSC is an active and well-recognized participant in different initiatives for the integration and 

consolidation of High Performance Computing in Europe. BSC coordinates the Spanish network of 

Supercomputing (Red Española de Supercomputación). At the international level, BSC is a founding 

member of PROSPECT as well as a leading participant in the DEISA and PRACE projects.  

 

4.1.5.SURFsara 

SURFsara (SME) is the National Supercomputing and e-Science 

Support Center in the Netherlands. Among SURFsara's customers 

are all of the Dutch universities, a number of large research, 

educational and government institutions, and the business 

community. The mission of SURFsara is to support research in the 

Netherlands by the development and provision of advanced ICT 

infrastructure, services and expertise. SURFsara provides expertise and services in the areas of High 

Performance Computing, e-Science & Cloud Services, Data Services, Network support, and Visualisation. 

SURFsara hosts the large national infrastructure services, i.e. the Dutch national Supercomputer service 

(Bull bullx system, 481 Tflop/s which will be upgraded to some 1.5 Pflop/s by the end of 2014), the National 

Compute Cluster (Dell cluster, some 9000 cores, 158 Tflop/s), large data storage facilities and services and 

all important national grid services. This also includes a large part of the BiG Grid infrastructure (the Dutch 

e-Science grid that is a Tier-1 site for CERN LCG). SURFsara participates in a number of national and 

international HPC, e-science and grid activities. SURFsara is currently partner in the large European e-

Infrastructure projects PRACE-2IP, PRACE-3IP, EUDAT, and Fortissimo. It has a long history and a proven 

track record in providing HPCN services to the Dutch research community. An important focus is on 

supporting users to enable grand challenge applications. SURFsara has built broad expertise in the 

implementation and e-science support of grid infrastructures for the scientific research community. 

SURFsara provides also HPC-Cloud and Hadoop services to support research. 

Role in the project 

SURFsara will be leading WP5: Usage/Operations. SURFsara has a long tradition in porting and scaling of 

applications on PRACE systems, and in performance modelling with relevant tools. In this role we have 

build a lot of know-how and skills that will be used for the benefit of this project. Scaling and porting real-

life applications on the NEXT interconnect will generate tuned applications and feedback that will be used 
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· DECI (Distributed European Computing Initiative) is a European single-project HPC access scheme 

which is now supported by PRACE-2IP.Previously, DECI which stood for DEISA Extreme 

Computing Initiative, was conceived of and supported by the DEISA projects which issued six DECI 

calls between 2004 and 2009. 

Infrastructure 

The Netherlands has a top level ICT research infrastructure that is well integrated into the wider European e-

infrastructure. SURFsara hosts the large national infrastructure services, such as the Dutch national 

supercomputer service (a Bull bullx system with 1.3 Pflops/s by the end of 2014), the National Compute 

Cluster (Dell cluster, meant for high throughput applications that do not need the interconnectivity and I/O 

facilities of the supercomputer), a GPU cluster connected to the national supercomputer service (Nvidia 

Tesla K40 cards) and large data storage facilities and services (including grid services as one of the LHC 

Tier-1 centres). These include clusters for grid processing and big data analysis, and also a large HPC cloud 

environment. Alongside hardware services, SURFsara provides application enabling and optimisation 

services. By taking part in international projects and through our own program, we engage in open-source 

community codes, focusing on performance-critical parts of applications and preparing methods and 

algorithms for next-generation hardware platforms. 

 

4.1.6.University of Oxford 

The University of Oxford is a stimulating organisation, which enjoys an 

international reputation as a world-class centre of excellence in research and 

teaching. It employs over 10,000 staff and has a student population of over 21,000. 

The Departments of Computer Science and Engineering are part of the 

Mathematical, Physical and Life Sciences Division at the University of Oxford. The 

Computational Biology Group (CBG) in the Department of Computer Science is 

one of the main Research Themes in the Department. CBG has played a leading role 

in establishing and maintaining a number of major initiatives and large-scale 

research activities in Oxford, including the Oxford e-Science (now e-Research) 

Centre; the BBSRC-funded Oxford Centre for Integrative Systems Biology; and the Oxford Centre for 

Collaborative Applied Mathematics. Research funding into the group over the last 8 years since its inception 

comes from a wide range of sources (EPSRC, MRC, BBSRC, Wellcome Trust, EU), totals over £20M and 

includes major research projects such as FP7-funded euHeart, PreDiCT, Synergy and AIRPROM projects, 

the FP7 VPH Network of Excellence, and the EPSRC-funded 2020 Science Programme. The Computational 

Biology Group has strong links to industry having received both direct (totalling over £2M) and in-kind 

funding from IBM, Fujitsu, Microsoft Research, Mathworks, GE Healthcare, Janssen Pharmaceutica and 

GSK. It has collaborative links with pharmaceutical companies Janssen Pharmaceuticals, AstraZeneca, 

Roche, Novartis and Pfizer and with clinicians at major hospitals in the UK such as the Heart hospital and 

the John Radcliffe Hospital.  

Role in the project 

Oxford University will play a leading role under WP2 in cardiovascular exemplar research and will play a 

substantial role in the adaption to commodity high-end infrastructure. 

The CGB brings its extended experience in computational cardiovascular and respiratory biology. They are 

leaders on automated analysis of in vivo and in vitro cardiac images, quantification methods of cardiac 

diffusion MRI scans and the generation of volume meshes from images. Their research involves a synergistic 

clinical, experimental and computational approach, to simulate “in silico” models to improve risk 

identification under different disease and conditions They also work on cardiac modelling, simulation of 

computational ECG’s and on signal processing techniques to analyze ECG recordings. 

The group has developed Chaste, the multiscale, multi-physics simulation commercial software for systems 

biology, with primary applications in modelling cardiac and respiratory physiology, cancer, and discrete 

multiscale cell-based simulations, that will be one of the core software of the consortia. 

Personnel 

Prof Blanca Rodríguez (f) is a Wellcome Trust Senior Research Fellow in Basic Biomedical Sciences, 
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Relevant previous projects or activities  

· Wellcome Trust Senior Research Fellowship in Biomedical Sciences. Blanca Rodríguez. 2013-2018 

Safety and efficacy of anti-arrhythmic drug therapy in acute myocardial ischaemia in human. An 

integrative, multiscale and mechanistic investigation.  

· Medical Research Council Career Development Award. Blanca Rodríguez. 2007-2013. Integrative 

computational and experimental study of arrhythmogenesis and defibrillation in acute myocardial 

ischaemia.  

· PreDiCT. “Computational Prediction of Drug Cardiac Toxicity”, European Union Virtual 

Physiological Human ICT Call 2- FP7-ICT-2007-2. (Professor David Gavaghan, Professor Blanca 

Rodriguez, Scientific Coordinators and Workpackage leaders, June 2008-May 2011). 

· A new approach to Science at the Life Sciences Interface. EPRSC Cross-Disciplinary Research 

Landscape Awards. (P.I. Professor David Gavaghan, May 2011-December 2016). 

· Mechanisms of ventricular wall deformation revealed by quantitative, imagingbased computer 

models incorporating sheet- and fibre-dynamics of normal and diseased heart. Funded by the British 

Heart Foundation (BHF): New Horizons Grant. (P.I. V. Grau, P. Kohl September 2013-August 

2016) 

Infrastructure 

The Department of Computer Science at the University of Oxford provides excellent support, facilities and 

infrastructure to support the activities that will be part of the proposed Centre of Excellence. The group has 

access to the required equipment including access to the UK supercomputer Archer and 2 Clusters servers 

for simulation and data sharing. 

 

4.1.7.University of Geneva 

The University of Geneva is a major university in Switzerland, with 

strong international recognition. The Computer Science Department at 

the University of Geneva is a multidisciplinary oriented research team. 

Through research and education activities, it promotes a conceptual and 

theoretical approach, together with a commitment to real life 

applications. 

Role in the project 

The main activities of Bastien Chopard's group in the CompBioMed project will be related to simulation and 

modelling tasks (WP2: Biomedical Research Activities), and their implementation on HPC platforms, and 

their coupling with other applications (Work Package 6: Empowering Biomedical Applications). 

Personnel 

Prof Bastien Chopard (m) is the head of the Scientific and Parallel Computation group in the 

Computer Science Department, and Jonas Latt is a senior scientist in this group. The team is 

internationally recognized for its work in Cellular Automata and lattice Boltzmann modelling. 

For more than 15 years, B Chopard's group has been developing new models and simulations of 

many complex systems, ranging from physical problems to environmental sciences, to 

economical, social systems and bio-medical applications. New methodologies for scientific and 

engineering problems have been proposed to solve challenging applications, in particular for multiscale 

applications and tightly coupled workflows. Other important research activities of the group are 

bioinformatics and parallel computing. B Chopard published over 200 articles in international journals and 

conferences and has contributed to many national and international research projects 

Dr Jonas Latt (m) is Head of Research at the University of Geneva and committee member of 

the Swiss Supercomputing Center CADMOS. He obtained his PhD degree on the topic of 

lattice Boltzmann modelling of fluid flow at the University of Geneva, Switzerland, in 2007, 

and since then pursued an academic career in Computational Fluid Dynamics and High 

Performance Computing. He is the original developer and current project manager for the 
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Palabos software, the widely recognized worldwide open-source lattice Boltzmann solver for massively 

parallel multi-physics application. 

Relevant publications, and/or products and services  

1. www.palabos.org: multiphysics, HPC lattice Boltzmann solver 

2. www.mapper-project.eu: MUSCLE 2 middleware for Distributed Multiscale Computing (see 

http://apps.man.poznan.pl/trac/muscle) 

3. B. Chopard, J. Borgdorff and A. G. Hoekstra, “A Framework for multiscale modeling”, Phil. Trans. 

R. Soc. A, 372: 20130376, 2014 

4. T. Hayase, M. Ohta, H. Anzai, B. Chopard and J. Falcone, “Design Optimization of a Flow Diverter 

Stent Using Several Arterial Configurations”, Journal of Biomechanical Engineering, 2014 

5. A. G. Hoekstra, B. Chopard, P. Lawford, “Multiscale Modelling and Simulation, in Computational 

Medicine: modelling the human body, chapter 7”, P. V. Coveney, V. Diaz-Zuccarini, P. Hunter and 

M. Viceconti (Eds), Oxford University Press, 2014 

Relevant previous projects or activities  

· EU FP7 THROMBUS project (http://www.thrombus-vph.eu/): This project has unravel several 

biomechanical processes involved in the embolization of cerebral aneurysms. These mechanisms 

have been included in numerical models and have been validated at the microscale with in-vitro 

experiments, and az macroscale with clinical observations. 

· EU FP7 MAPPER project (http://www.mapper-project.eu): The goal of this project was to develop a 

general methodology for designing, programming and executing a multiscale application on a 

distributed HPC infrastructure. Biomedics was one of the domains for which the framework was 

tested and found successful. 

· EpiPhysX (www.systemsx.ch/projects/research-technology-and-development-projects/epiphysx/): a 

Swiss national project in system biology aiming at understanding how tissues achieve their final size 

and shape during development and how they maintain or modify their morphology throughout their 

life. The approach is based on experiments, theory and numerical simulations. 

Infrastructure 

UNIGE has access to several supercomputers in Switzerland (e.g the 16k-core BGQ machine at CADMOS) 

and local university clusters (1000 cores). 

 

4.1.8.University of Sheffield 

The University of Sheffield is one of the most successful members of 

the UK’s prestigious Russell Group of research-intensive institutions. 

It has a formidable record in computational life sciences research and 

has collaborated in pan-European EC-funded projects since the 

earliest Framework Programmes. Having recently established the 130-

member Insigneo Institute for in silico Research – a joint venture 

between the faculties of Medicine and Engineering together with Sheffield’s very large NHS Hospital Trust 

– it is Europe’s largest single facility dedicated to the investigation of computational healthcare, and now 

provides unified access to all aspects of simulation-based medical research. With expertise across medical 

science, the Institute focuses particularly on orthopaedic, cardiovascular, oncological and neurological 

research, with an increasing role in genetics and its associated large-volume data-processing. 

As an important leader in the in silico research community, Sheffield has overseen the increasing maturity of 

mathematical modelling activities within medicine, developing sophisticated framework-based approaches to 

many aspects, including collaborative development environments, formalised multiscale technologies, secure 

data-sharing mechanisms, structured algorithmic development processes and generalised sharable workflow 

technologies. The Insigneo Institute is not only a centre for the focused development of in silico techniques 

but also a hub for the management of both large and small in silico research projects, including those with a 
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Relevant publications, and/or products and services  

1. M. Viceconti, G. Clapworthy, D. Testi, F. Taddei, N. McFarlane, “Multimodal fusion of biomedical 

data at different temporal and dimensional scales”, Comput Methods Programs Biomed, 102(3), 227-

37, 2011 

2. P. Morris, D. Ryan, R. Lycett, D. R. Hose, A. Morton, J. Gunn, “Virtual fractional flow reserve from 

a single rotational coronary angiogram: anatomy and physiology in one test”, J Am Coll Cardiol 

Cardiovasc Intv, 6:149–57, 2013 

3. S. Benkner, C. Borckholder, M. Bubak, Y. Kaniovskyi, R. Knight, M. Koehler, S. Koulouzis, P. 

Nowakowski, S. Wood, “A Cloud-Based Framework for Collaborative Data Management in the 

VPH-Share Project”, Advanced Information Networking and Applications Workshops (WAINA), 

27th International Conference on; 01/2013 

4. S. Benkner, A. Arbona, G. Berti, A. Chiarini, R. Dunlop, G. Engelbrecht, A. F. Frangi, C. M. 

Friedrich, S. Hanser, P. Hasselmeyer, J. Iavindrasana, M. Koehler, L. Iacono, G. Lonsdale, R. 

Meyer, B. Moore, H. Rajasekaran, P. E. Summers, A. Wöhrer, S. Wood “@neurIST: Infrastructure 

for Advanced Disease Management Through Integration of Heterogeneous Data, Computing, and 

Complex Processing Services”, IEEE transactions on information technology in biomedicine: a 

publication of the IEEE Engineering in Medicine and Biology Society 01/2010; 14:1365-1377. · 

1.69 Impact Factor, 2010 

5. M. C. Villa-Uriol, G. Berti, D. R. Hose, A. Marzo, A. Chiarini, J. Penrose, J. Pozo, J. G. Schmidt, P. 

Singh, R. Lycett, I. Larrabide, and A. F. Frangi, “@neurIST complex information processing tool 

chain for the integrated management of cerebral aneurysms”, Interface Focus June 6, 1 (3) 308-319, 

2011 

 

4.1.9.CBK Sci Con  

CBK Sci Con Limited (SME) is a consultancy that offers technical and 

management advice to business in e-science domains. CBK sits at the interface 

between academia and industry, and its main areas of focus include High 

Performance Computing and Modelling and Simulation across a number of 

sectors. CBK also facilitates industry access to High Performance Computing 

facilities and provides the required support to use the infrastructure. CBK is well connected to the HPC 

community at an EU and international level. 

Role in Project:  

CBK are leading WP1: Management, and so will be responsible for project management in CompBiomed 

and for liaising with the industry partners for on-ramping innovation activities. 

Personnel  

Mr Paul Best (m) is CBK’s chairman and manages the company’s involvement in EU 

proposals. Paul is a Chartered Engineer with 35 years of engineering, research and technology 

business experience, spanning complex engineered systems in aerospace, defence, transport, 

energy and sports sectors. Paul was a director and shareholder of Frazer-Nash Consultancy 

(computational scientific, engineering & mathematical services) and past chairman of CFMS 

Limited (Centre for Fluid Mechanics Simulation) a government supported joint venture with 

Rolls-Royce, Airbus, MBDA, BAE Systems, and Williams F1. Paul also sits on the UK Government’s E-

Infrastructure Leadership Council.  

Dr Riam Kanso (f) has a DPhil in Neuroscience from the University of Oxford. As Director 

& General Manager of CBK, Riam manages the company’s activities and is the principal point 

of contact for the company. Riam is responsible for business development within CBK and has 

both participated in and organised conferences at an international level. She also holds a 

position in UCL Enterprise and has worked on a range of technology transfer initiatives, 

including facilitating industry access to HPC.  
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Relevant publications, and/or products and services  

CBK can offer a range of services for CompBiomed: 

1. Professional project management services 

2. Promotion and facilitation of academic-industry collaborations  

3. Facilitating industry access to HPC resources 

4. Consulting services in computational biomedicine. 

Relevant previous projects or activities  

· Working with the Centre for Innovation (a shared public HPC facility in the UK) to facilitate 

industry access to CPU and GPU clusters through a range of outreach events.   

· Creating and disseminating HPC case studies in the materials modelling, pharmaceutical, and 

 computational software industries.   

· Working with pharmaceutical companies on in silico drug design paradigms. 

· Working with the UK Hartree Centre (at Daresbury Laboratory) on computing and data analytics. 

Infrastructure  

CBK has a well-established connection with a number of EU and international HPC resources, in addition to 

a strong working relation with the compute infrastructure provided by University College London and 

Hartree Centre.  

 

4.1.10.Universitat Pompeu Fabra 

The Research Programme on Biomedical Informatics (GRIB, 

http://grib.upf.edu) is a joint research programme of IMIM-

Hospital del Mar Research Institute and Universitat Pompeu 

Fabra (UPF) located at the Barcelona Biomedical Research 

Park (PRBB). It is funded by AGAUR. 

GRIB’s mission is to develop and apply computational 

methods and information technologies for a better understanding and prediction of biological phenomena, 

giving especial emphasis to pharmacological treatment. GRIB has extensive experience in the participation 

and coordination of transnational research projects. The list of the on-going European projects of the 

programme includes eTOX, OpenPHACTS, EMIF and RNPnet. 

GRIB is currently composed of more than 70 members, organized in 9 research groups. The research activity 

of GRIB has led to the creation of several spin-off companies including Pharmatools, Chemotargets and 

Acellera Ltd. 

GRIB is the coordinator of the Plataforma Tecnológica Española de Medicamentos Innovadores (PTEMI), 

jointly with Farmaindustria, is the node for Biomedical Informatics of the Spanish Institute of Bioinformatics 

(INB) and is deeply involved in the Bioinformatics Barcelona (BIB) platform which aims to boost training, 

research, and the transfer of technology in bioinformatics. 

The research interests of the laboratory are at the interface between computation and biology, with an 

application focus on biomedicine. Specifically, the group develops new computational physics methods and 

applies them to understand biological problems mainly at the level of protein folding and binding. This 

knowledge is then used to design molecules with therapeutic applications in mind. The group has three main 

research lines: 

· Biomedicine: search of new molecules to alter protein behaviour with possible therapeutic 

implications, using new simulation-based methods for drug discovery. 

· Computational physics: development of new codes for molecular dynamics simulations running on 

special hardware to maximize the data throughput and extend the window of exploration of 

biological phenomena by simulations. 
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GPUGRID.net is a distributed computing project for biomedical research from the Universitat Pompeu Fabra 

in Barcelona. GPUGRID is made of many graphics cards (GPUs) joined together todeliver high-performance 

all-atom biomolecular simulations. The molecular simulations performed are some of the most 

computationally demanding and usually require a supercomputer. Currently GPUGRID comprises several 

thousand GPUs and CPUs providing a resource equivalent to one of the largest supercomputers worldwide 

and representing the 3rd infrastructure worldwide in terms of capacity for molecular dynamics simulations. 

 

4.1.11.LifeTec 

LifeTec Group is a medical technology driven SME offering high-tech R&D 

services and smart customized solutions to accelerate innovations in healthcare. 

By combining engineering, physiology and clinical competencies LifeTec Group 

efficiently serves organizations by investigating, developing and assessing new 

medical devices, (bio)materials as well as regenerative and drug therapies. State-of-the-art R&D facilities, 

specialized enabling technology platforms and innovative predictive computer models are applied realizing 

time and cost effective R&D processes.   

LifeTec Group’s R&D services and practice provide new insights and understanding of pioneering 

healthcare technologies leading to increased value and performance of the device, (bio)material or therapy. 

The applied consulting approach creates efficient business strategies for healthcare innovations and 

contributes to technology readiness, valorization and new business creation, either for clients, individual or 

in partnerships. LifeTec Group’s approach is directly in line with the objective of the envisioned CoE. 

Role in the project 

LifeTec will play a substantial role in WP4: Innovation and Sustainability, particularly in pre-commercial 

activities. The main tasks of LifeTec Group in this project are the development and application of 

cardiovascular and orthopedic in silico models and tools and to combine them with the models of other 

participants. To create workflows, pipelines and interfaces. LifeTec Group will be involved in business 

development for the CoE by working on the Innovation Plan, which will establish mechanisms to actively 

promote in silico methods to e.g. the pharmaceutical industry. LifeTec Group will contribute to the 

development of the sustainability plan to ensure the Centre adheres to in silico regulatory procedures (FDA 

for US and EMA for EU) and incorporates relevant regulatory procedures into the CoE’s portfolio and 

monitor for changes in procedures and adapt as necessary. 

Personnel 

Dr Marco Stijnen (m) holds a Master’s degree in Mechanical Engineering and a doctoral 

degree in Biomedical Engineering from Eindhoven University of Technology. He joined 

HemoLab B.V. in 2004. HemoLab was renamed LifeTec Group B.V. in 2012. He is currently 

manager cardiovascular and management team member of LifeTec Group B.V. He has 

expertise in cardiovascular biomechanics (experimental and modelling), regenerative 

medicine, enabling technology, entrepreneurship, business development, project management, R&D medical 

devices, market research, assessment studies, and medical device standards. 

Dr Lars Mulder (m) holds a Master’s Degree in biomedical engineering from the Eindhoven 

University of Technology and received his PhD in 2007 in Orthopaedics and Dentistry from the 

Academic Centre for Dentistry Amsterdam. He was a postdoctoral fellow in the Orthopaedic 

Biomechanics group of Prof Keita Ito in the department of Biomedical Engineering of the 

Eindhoven University of Technology. After that he joined HemoLab B.V. a spin-off company 

from Eindhoven University of Technology. He is currently manager orthopaedics and 

management team member at LifeTec Group B.V. He has expertise in orthopaedic biomechanics 

(experimental and modelling), spine, bone, cartilage, regenerative medicine, enabling technology, 

entrepreneurship, business development, project management, R&D medical devices, market research, 

assessment studies, and medical device standards.  
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Ms Loes van der Donk (f) holds a bachelor’s degree in Mechanical Engineering and a 

Master’s degree in Biomedical Engineering from Eindhoven University of Technology. She is 

currently a Project Engineer at LifeTec Group, specializing in computational modelling of 

cardiovascular biomechanical problems. 

Relevant publications, and/or products and services  

1. J. de Hart, A. de Weger, S. van Tuijl, J. M. Stijnen, C. N. van den Broek, M. C. Rutten, B. A de Mol, 

“An ex vivo platform to simulate cardiac physiology: a new dimension for therapy development and 

assessment”, Int J Artif Organs. Jun;34(6):495-505, 2011 

2. J. de Hart, G. W. Peters, P. J. Schreurs, F. P. Baaijens, “A three-dimensional computational analysis 

of fluid-structure interaction in the aortic valve”, J Biomech, Jan;36(1):103-12, 2003 

3. L. Mulder, B. van Rietbergen, N. J. Noordhoek, K. Ito, “Bone Determination of vertebral and 

femoral trabecular morphology and stiffness using a flat-panel C-arm-based CT approach”, 

Jan;50(1):200-8, 2012   

4. Computational services for industry, clinic, and academia for cardiovascular and orthopaedic 

situation. 

5. In vitro and ex vivo tissue and organ model services for the validation of computational models. 

Relevant previous projects or activities  

· EuHeart (FP7) 

· VPHOP (FP7) 

· Discipulus – Digital patient roadmap (FP7) 

· Avicenna project – A strategy for in silico clinical trials (FP7) 

· Expert reviewers for DEKRA (notified body) in the orthopaedic and cardiovascular field. 

Infrastructure 

The capacity and resources of LifeTec Group comprise different labs for experimental and computational 

research, state-of-the-art in vitro, ex vivo and in silico models, customized mechanical-loading-bioreactor 

systems, mechanical loading equipment, imaging and microscopic equipment (microCT, nanoCT, SEM, 

fluorescent and confocal microscopy), equipment for measuring multiple bio(mechanical) variables. Through 

its partnerships, LifeTec Group has access to additional facilities at partner institutions. 

 

4.1.12.Acellera 

Acellera (SME) is a Barcelona based company focused on 

providing new technologies for the study of biophysical 

phenomena. For the past 8 years, Acellera’s R&D programme has 

focused on developing software and hardware solutions that 

optimize the efficiency and throughput of molecular dynamics 

simulations. Our first innovation, ACEMD, demonstrated accelerator processors (GPUs) as an entry to high 

efficiency computing for MD simulations, and furnished personal workstations with cluster-computer levels 

of performance at a fraction of the cost. Acellera leverages the power of GPUs to enable molecular dynamics 

simulations in high-throughput. Whether in-house (Metrocubo), or over the cloud (AceCloud), Acellera’s 

technology delivers efficient solutions for biotechnology research, including the discovery of active small 

molecules using the fragment approach. The Binding Assay by Acellera computationally yields binding 

constants, poses, pathways and kinetic constants with a level of detail and accuracy that is unique worldwide. 

Role in the project 

Acellera will play a substantial role in WP2: Biomedical Research Activities, WP4: Innovation and 

Sustainability, and WP6: Empowering Biomedical Applications. Acellera will provide technology and 

knowhow for large-scale molecular simulations and analysis. Acellera will participate in the following 

research activities within the Molecular-based Medicine theme: Molecular simulation of the transport 
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neuroscience, pain, oncology, inflammation and cardiovascular, metabolic and 

infectious diseases. Its sole mission is to build a partnered product pipeline 

based on high quality drug discovery and science and technology through 

efficient collaborations. Evotec has had significant drug discovery innovations 

in its 20-year history. It provides drug discovery expert services to pharmaceutical and biotechnology 

companies as well as to academic institutions. Evotec focuses on quality-driven services and innovative 

alliances. It has several significant long-term discovery alliances with well-established industry players such 

as Bayer, Boehringer Ingelheim, the CHDI Foundation, Genentech, Janssen Pharmaceuticals, AstraZeneca 

and Ono Pharmaceuticals. Moreover, the company has many existing partnerships and product candidates 

available in both clinical and pre-clinical development. Under these partnerships, Evotec has collaborated 

with Boehringer Ingelheim, MedImmune and Andromeda (Teva) in the field of diabetes. Furthermore, these 

partnerships extend with Janssen Pharmaceuticals in the field of depression along with Roche to assist in the 

area of Alzheimer’s disease. According to Alpha Deal Group’s recent report, Evotec has generated 100 lead 

series, 30 pre-clinical candidates and 20 clinical compounds. It recently introduced a rich Phase 3-1 product 

pipeline, which includes first in class targets. The company has profitably been growing its business, driven 

by milestones and a strong cash position.  

Role in the project 

Evotec AG as a leading industrial application partner will be responsible for four key objectives: adaptation 

of hierarchical GPCR modelling protocol (HGMP) to HPC platform, developing of the new HGMP-HPC 

based tools / plugins that require high scale calculations, testing and application of HGMP-HPC integrated 

technology in real drug discovery cases within the CoE and to make it available to third parties seeking 

assistance from the CoE and/or from Evotec, and dissemination of the results of this work to our partners in 

academia and in pharma & biotech companies in order to stimulate follow-on research. Evotec will also to 

publish the outcome of this work in peer-reviewed journals and at scientific conferences. 

Personnel 

Dr Mike Bodkin (m) is Vice President of Research Informatics at Evotec and leads the 

computational chemistry, systems integration, data management and software support 

groups. He has recently joined Evotec after a long career at Lilly where he was head of 

computational drug discovery. Mike obtained his PhD from the crystallography department 

at Birkbeck College, University of London, followed by a post-doc at Cambridge 

University. He took up a position with AstraZeneca working in respiratory and 

inflammation before moving to Lilly in 2000 focusing on neurodegeneration, psychiatry and 

pain. Mike has a broad experience of discovery stretching more than 20 years and has developed a strong 

collaborative network across the globe including Pharma, Biotechs and several key academics. His research 

aims are to continue to develop new algorithms and software in the fields of drug discovery and systems 

informatics and to deliver and apply current and novel methods as tools for use in drug research. 

Dr Alexander Heifetz (m) is Royal Society Industry Fellow and Principal Scientist 

computational chemistry team at Evotec. In 2001 he obtained his PhD from the Weizmann 

Institute of Science, Israel under supervision of former Israeli president and Foreign Member 

of the Royal Society Prof Ephraim Katzir and Dr Miriam Eisenstein. As senior computational 

chemist Alex has more than 13 years of experience in drug discovery industry (EPIX 

Pharmaceuticals until 2005, at Biosystem Informatics (BII) Institute Newcastle until 2007 and at Evotec 

from 2007 - present) and was involved in discovery of 4 clinical drug candidates for treatment of anxiety
1
, 

major depressive disorder, pulmonary hypertension, and Alzheimer’s disease. He has more than 35 patents 

and more than 14 publications in the peer reviewed journals
2-6

 in the area of medicinal chemistry and 

molecular modelling. In 2011 he received the Royal Society Industry Award for GPCR modelling and 

established collaboration with the group of Dr Phillip Biggin from the University of Oxford. In collaboration 

with University of Oxford he developed a novel hierarchical GPCR modelling protocol (HGMP) to support 

structure-based drug discovery programs.  
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Infrastructure 

· Evotec AG has two operating segments – EVT Execute and EVT Innovate. EVT Execute provides a 

cost-effective drug discovery research and development outsourcing platform. EVT Execute is an 

expert in providing high quality drug-discovery services  

· EVT Innovate forms a bridge between academia and pharmacy. EVT Innovate has a systematic, 

unbiased and comprehensive pipeline with two main initiatives: Target X and Cure X. It works in the 

fields of oncology, diabetes and complications of diabetes, neurology, anti-effectives and pain and 

inflammation. EVT Innovate works in five major fields to provide complete infrastructure and 

discovery solutions. Furthermore, EVT Innovate works in the direction of driving product candidates 

to expand pharmaceutical pipeline strategies without financial risk.  

· The company outsources research and development in a new way. The outsourced R&D of Evotec 

offers other companies research based on speed, creativity, new technological advancements and 

cost effectiveness. This outsourcing idea has proved to be a success, increasing R&D spend, industry 

consolidation, biotech in-licensing or acquisition, R&D reorganization, capital efficient outsourcing 

and innovation alliances. 

 

4.1.14.Bull 

Bull is the trusted partner for enterprise data. The Group, which is firmly established 

in the Cloud and in Big Data, integrates and manages high-performance systems 

(including high end HPC Clusters) and end-to-end security solutions. Bull's offerings 

enable its customers to process all the data at their disposal, creating new types of 

demand. Bull converts data into value for organizations in a completely secure 

manner. Bull currently employs around 9,200 people across more than 50 countries, with over 700 staff 

totally focused on R&D. In 2013, Bull recorded revenues of €1.3 billion with a particularly strong presence 

in the public, healthcare, finance, telecommunications, manufacturing and defence sectors.  

Closely attuned to changes in technology and business, Bull R&D is involved in all key areas of the Group’s 

activities: high-performance computing, cyber-security, Cloud computing, information systems 

modernization, Big Data. In recent years, the Bull R&D labs have developed many major products that are 

recognized for their originality and quality. These include the bullx supercomputer offer (with several 

references in the TOP500), bullion servers for the private Clouds and Big Data, the Shadow intelligent 

jamming system designed to counter RCIEDs, the libertp tool for modernization of legacy applications and, 

most recently, hoox, the first European smartphone featuring native security. To explore new areas and 

develop tomorrow's solutions, today, Bull R&D is investing heavily in customers – with whom it has forged 

many successful technological partnerships – as well as in institutional collaborative programs (such as 

competitiveness clusters and European projects) and in partnerships with industry (Open Source, 

consortiums). 

Role in the project 

Bull will be heavily involved in Task 2.6: Upscaling of CompBioMed Production Applications for Future 

HPC Platforms and in WP4: Innovation and Sustainability. Bull intends to provide access to an “on-demand” 

HPC production infrastructure with dedicated portal, and provide expertise. They will contribute to best 

practices recommendations for efficient resource usage and solution upscaling toward the exascale. They 

will also contribute to (Big) Data management aspects of the project (Task 5.5 Integrating Compute and Data 

Infrastructure). 

Personnel 

Mr Andrew Grant (m) is Director of the HPC and Big Data Practice for the Bull in the UK 

and Ireland with responsibility for all UK business in this area. Prior to joining Bull in 2014, 

Andrew was head of HPC sales and business development for IBM in the UK&I where he 

managed sales and technical teams selling complex HPC and Big Data solutions in the 

public sector, defence, life sciences, research and industrial sectors including many Top 500 

systems. Prior to working in industry Andrew ran a HPC research team at the University of 
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- H4H (ITEA project). The objective of this project is to provide compute-intensive 

application developers with a highly efficient hybrid programming environment for 

heterogeneous computing clusters composed of a mix of classical processors and hardware 

accelerators.  

- PerfCloud: (French FSN project). The objective of this Perfcloud activity is to develop 

advanced technologies for the building of a new generation of large HPC systems that can be 

used in cloud infrastructures and to demonstrate the usefulness of these technologies on 

selected applications. 

- TIMCO: It is a French ”Pole de Competivité” project. The aim of the TIMCO project is to 

develop a new server hosting 16 processors and up to 21 Terabytes of memory, whose 

coherency is ensured with a dedicated ASIC. This server aims at applying "in-memory 

computing".   

· Bull is also involved in other cooperative projects aiming at developing (at European level) the use 

of High Performance Computing (PRACE, Fortissimo …) 

Infrastructure 

Bull will leverage its ‘Extreme Factory’ offer within this project: Totally developed, hosted and managed by 

Bull, extreme factory delivers total compatibility with all standard computing codes, total confidentiality for 

data, and total access to all the available power of the very latest systems and components: 

· Based on bullx supercomputers, Extreme Factory allows remote users to access as many processing 

cores as needed. 

· Extreme Factory provides a powerful web portal to ease and secure user interactions with the 

applications hosted on extreme factory. It manages users, jobs, projects, security, data download and 

upload, in a unified interface which hides all complexity from the user and returns accounting 

information for extreme factory usage 

· License management: Bull collaborates with ISVs in order to facilitate license control operations 

(FLEXlm configuration, RLM, encrypted keys through IP tunnels for online license checking). 

· Remote rendering : special effort has been made to implement tools permitting remote visualization 

of the computation's results. 

· Security: Extreme Factory has been realized with the need to secure each user in a dedicated 

environment : each customer has full access to and visibility over its own jobs, projects and data, but 

has no means of accessing any other part of the infrastructure. 

 

4.1.15.Janssen 

Janssen Pharmaceutica NV is the Belgian affiliate of Janssen, 

Pharmaceutical companies of Johnson & Johnson. Johnson & Johnson is a 

major health care company headquartered in the US. Janssen focuses on 

discovery, development, and marketing in 5 major therapeutic areas: 

Cardiovascular and Metabolism, Oncology, Neuroscience, Immunology, 

and Infectious Diseases & Vaccines. Janssen is actively participating in numerous public-private consortia, 

including over 10 IMI programs, FP7 programs, the Netherlands Metabolomics Centre, and so on. 

Role in the project 

Janssen’s interests are in developing and using advanced molecular simulation methods to optimize lead 

compounds in discovery programs, and to predict the activity of compounds with targets that have mutated 

residues. The latter application can be of value in diagnostics, by predicting the best possible compound for a 

patient clinically, but is also of use in discovery, where mutated targets occur regularly in antibacterials, 

antivirals, and oncology compounds. Activities described in Work Package 2 (Task 2.3) are closely aligned 

with our interest. Specifically, in subtask 2.3.1 we will help improve the computational approaches to free 

energy of binding calculations. The expertise that will be built up will be used in future drug discovery 
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