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1 Introduction 
 

EXDCI’s mission is to “coordinate the development and implementation of a common strategy 

for the European HPC Ecosystem in order to achieve its global competitiveness within the 

Horizon 2020 Programme”1. 

This requires developing a common European HPC Strategy, to operate a synchronised 

European HPC Community and to disseminate the results of the project among all EXDCI 

stakeholders. 

 

The final EXDCI conference aims to “provide an opportunity to disseminate project results to 

the stakeholders, scientists and policy makers” and has been designed within the project to 

“summarize the findings and recommendations of the EXDCI project”. This event was included 

in T.8.1 of the project, inside Work Package 8 dedicated to dissemination activities. 

The final EXDCI conference took place on the 7th and 8th of September 2017 and took place at 

Polytechnic University of Catalonia, back to back with the ACM Europe Annual Conference, 

giving our project a unique opportunity to disseminate on a wider scale. 

 

This document gives an overview of the final EXDCI conference, starting with a summary of 

the event, then giving information on the organization of the conference and finally by 

describing the contents of the talks and presentations, including the joint session with 

EuroLab4HPC and HiPEAC that took place during the second day of the conference. A 

synthesis of EXDCI conclusions finishes this report. 

 

 

  

                                                 
1 as defined in EXDCI’s DoA 
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2 Executive summary 
 

The final conference of the EXDCI project took place on the 7th and 8th of September 2017. It 

was hosted by Polytechnic University of Catalonia, back to back with the ACM Europe Annual 

conference. 99 people from 20 countries participated in this event, of whom 15 were women. 

 

The first day of the conference was dedicated to the presentation of the results of EXDCI and 

recommendations for the HPC ecosystem.  

After the EXDCI session, the participants had the opportunity to attend the Turing Talk and the 

cybersecurity panel of the ACM conference. 

 

On the second day, a joint session with HiPEAC and EuroLab4HPC was organized to present 

the results of both initiatives. . 

Before joining the ACM conference program dedicated to the future of HPC, the participants 

had the opportunity to visit BSC’s MareNostrum 4 supercomputer. 

 

The main conclusion of the event is that, while running for Exascale computing capabilities, 

HPC is shifting from a centralized to a distributed model under the influence of the data 

explosion that affects all communities involved: from fundamental science to industrial real-

time applications.  

 

This paradigm shift will not imply finding and developing new models, both in the hardware 

and software domains, but accompanying the HPC experts and the HPC users. Training, 

networking, collaborative process of road mapping are among the efforts that must be pursued. 

 

At a global level, sustainable Exascale performance is expected to be reached in 2023-2024, 

while the first Exascale peak can be attained in 2021. A new definition of Exascale was 

proposed that focuses on effectiveness. In that definition, Exascale means: running real and 

relevant applications 100 times more effectively than today’s performance.  

 

Four major players are involved in this race: the US, China, Japan and the EU, with a strong 

competition between the US and China taking place for the leader. The EU’smain strength is 

its excellent position in terms of applications, but the Old Continent is too dependent on US 

hardware to drive its way to first place. 

 

Finally, the reasons why Europe is investing in HPC facilities were again highlighted: we need 

Exascale to solve both scientific and industrial challenges. Computing power is required if 

Europe wants to maintain a high level in research and innovation, be able to propose accurate 

solutions to societal problems and give to its entrepreneurial and public environment adequate 

tools. Finally, HPC is a growing multi-billion market for which the EU can claim a better share. 
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3 Agenda, settings and dissemination results 
 

3.1 Date and participant characteristics 
 

The European EXDCI conference took place in Barcelona on the 7th and 8th of September 2017, 

at the Aula Master situated in the North Campus of the Polytechnic University of Catalonia. 

The city of Barcelona was chosen as the location of the event and was hosted by Barcelona 

Super Computing Centre (BSC), which is the EXDCI Dissemination Leader. This Centre was 

selected for its proximity to the ACM Europe Annual Conference 2017. 

 

The number of registrations for the meeting was 133, of which 23 were women. The 

registrations came from 24 countries, indicating both European and also global interest in 

EXDCI matters. 

The number of participants of the meeting was 99, of which 15 were women. The participants 

came from 20 countries, including 4 non-EU countries: India, Norway, Switzerland and 

Uganda. 

The list of participants can be found in the Annex to this document. 

 

 
Figure 1 - European EXDCI conference group photo 
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3.2 Program of the European EXDCI conference 
 

The indicative program of the conference is given below. Some minor modifications occurred 

during the meeting. 
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The presentations of the European EXDCI conference have been published on the EXDCI 

website (https://exdci.eu/events/acm-europe-conference-exdci-final-event-2017). 

  

https://exdci.eu/events/acm-europe-conference-exdci-final-event-2017
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3.3 Online dissemination  
 

Online dissemination was ensured during and after the meeting through different channels: 

- Webpages on EXDCI website attracting 852 persons2 

- Presentations available on EXDCI website downloaded 2649 times 

- 5 tweets on EXDCI Twitter account generating 44 likes and 23 shares 

- Publication of the video “EXDCI outcomes in 3 minutes”, presented by Sergi GIRONA 

during the introduction of the event and available both on the EXDCI website and BSC’s 

YouTube channel, generating 152 views. 

 

  

                                                 
2 All figures are dated mid-January 2018 

https://twitter.com/exdci_eu
https://www.youtube.com/watch?v=OWO2B0CGpRk
https://www.youtube.com/watch?v=OWO2B0CGpRk
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4 Report on Day 1 – EXDCI results and achievements: a brief 
synthesis of presentations. 

4.1 Global trends and competition 
 

The presentation, given by Mark ASCH, aimed to give a global state-of-the-art of the HPC 

landscape in its race towards Exascale, as well as to highlight the major trends for the next 

coming years. The presentation was based on four major reports (Hyperion, IDC, HiPEAC and 

BDEC), some of them having received contributions from EXDCI experts. 

 

The race to Exascale involves four main players, the US, China, Japan and the EU, all investing 

significant resources to develop this technology. Considering the actual progress and efforts, 

sustained Exascale should be reached in 2023-2024, with the US or China expected to reach it 

first, while Japan and the EU remain a step behind.  

 

In parallel to this race, HPC is facing a major change of paradigm with the end of the centralized 

computing model, with the IoT and Big Data deeply changing the landscape towards “fog 

computing”3. Deep Learning technologies also have a major impact on HPC as a potential game 

changer to address the challenges of Data Analytics. 

This change of paradigm means that two major challenges rose in the HPC development: 

intelligent data processing and connectivity. 

 

All these changes happen while the scientific and industrial community need the Exascale HPC 

capabilities to solve breakthrough problems and develop new services for industries to remain 

competitive at a global level. 

 

Europe needs to maintain its leadership in domains in which we have a global strength e.g. 

mainly on the application and platforms side, as our main weakness is situated on hardware 

development. To achieve common EU achievement, coordination tools and umbrella networks 

are now in place and well identified (ETP4HPC, PRACE, etc.), and we can rely on these to 

drive the EU HPC into this new computing world. 

 

                                                 
3 « Fog computing […] is an architecture that uses one or more collaborative end-user clients or near-user edge 

devices to carry out a substantial amount of storage […] communication […] control, configuration, measurement 

and management » (definition from the Wikipedia related article). In one word, fog computing describes a 

decentralized and connected computing model. 

https://en.wikipedia.org/wiki/Fog_computing
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Figure 2 - EU position in the Exascale race 

 

 

But focusing on techniques, and producing roadmaps for a better coordination and convergence, 

will not be sufficient now that the entire computing infrastructure is redefined. The end of one 

era means the beginning of another, for which we do not need tools adapted for linear progress, 

but a shaping strategy4 to take advantage of them all. 

 

Questions and answers 

 

The following points were raised during the Q&A: 

- The validity and understanding of numbers and conclusions provided in the Hyperion 

report remain an open issue 

- Establishing a global view is fine, but it is also necessary to work on local topics 

- The EU cannot be compared with the US, China and Japan in the HPC race it is fully 

dependant on US hardware 

- Big Data is mostly present on distributed systems, making progress on Big Data on a 

huge configuration also important 

 

4.2 Trends and design directions for supercomputing in Europe 
 

The EU consumes 33% of global HPC resources but supplies less than 5% of them. 
However, science, industry and ultimately society in the EU need HPC resources, and more 

importantly, if the EU wants to compete in the global race, it needs to develop the next 

generation of HPC capabilities. 

 

Marcin OSTASZ described the strategy put in place by the EU to drive its way into the future 

of HPC, particularly described in the COM(2012)45 CE, and built around three pillars inside a 

                                                 
4 Shaping strategies intervene “in industries with lots of potential participants and widespread uncertainty about 

the future”. The idea is for a business to propose a platform based on a vision that, by creating value to its 

participants, will allow risk-sharing and large-scale distributed innovation. An example of this kind of strategy is 

how Microsoft took advantage in the 80’s of a moment of redefinition in the computer industry. To have a deeper 

view on Shaping Strategies, you may consult this article of the Harvard Business Review. 

http://ec.europa.eu/transparency/regdoc/rep/1/2012/EN/1-2012-45-EN-F1-1.Pdf
https://hbr.org/2008/10/shaping-strategy-in-a-world-of-constant-disruption
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EU ecosystem: the HPC technology supply chain, HPC applications and HPC research 

infrastructure.  

 

ETP4HPC was established in 2012 as one of the tools that would participate in the realisation 

of the EU strategy and vision, with the aim to foster growth of HPC technology R&D in Europe. 

One of ETP4HPC’s main output is the Strategic Research Agenda, whose third update is 

conducted under the EXDCI5  project as a collaborative process to deliver a multi-annual 

technology roadmap. This important document helps to design the H2020 calls for proposals.  

 

SRA 3 set-up 3 focal areas for the future of EU HPC, which were developed in detail. 

 

Focus area 1: Big Data and Deep Learning as game changers 

 

As pointed out by Mark ASCH’s presentation, HPC is not alone anymore and has to be strongly 

interrelated with Data Analytics and Deep Learning.  

The transition to fog computing redefines all the computing architecture and HPC 

developments that will be needed in real-time use scenarios (for example: for the deployment 

of autonomous vehicles) and in the data centre and at the edge. 

 

Consequently, there is a strong interdependence between the three domains of HPC, Big Data 

and Deep Learning, that allow promising cross-pollination between each domain and requires 

a closer cooperation between experts in each domain. 

 

Focus area 2: Extreme-Scale Demonstrators 

 

EsDs are a new vehicle with three goals: combine results from targeted R&D efforts into a 

complete system, bring technologies from FETHPC closer to commercialisation and thus 

provide the missing link between the 3 HPC pillars. 

 

EsDs are the intermediary “pre-Exascale” EU machines that will help climb the Exascale 

ladder, delivering prototypes running with a 400-500 PFlops. Moreover, EsDs will deploy a 

diversity of architectures, as a variety of solutions is needed to fulfil the different needs of the 

HPC users’ communities. They are expected to be functional in 2020. 

 

Focus area 3: Main technical priorities of SRA3 

 

SRA3 points out three technical priorities to work on in the coming years.  

- System architectures. To grow in computing capabilities, architecture will integrate 

more threads and should improve their connectivity. New directions in system 

architecture have led to the proposal of a new definition for Exascale, not based on peak 

performance – that may be disconnected from real use of computing capabilities – but 

as a “100 times more performance for relevant and real applications compared to today’s 

capabilities.” 

- Programming environments are also one key target to obtain more productivity, and 

interoperability and dynamic workflow systems are expected here. In this domain, there 

is a huge need for standardization of the programming models and APIs. 

                                                 
5 At the time as the EXDCI final conference, SRA3 was under review and was expected to be published at the end 

of September 2017. It can be downloaded at this link. 

http://www.etp4hpc.eu/pujades/files/SRA%203%20MASTER%20-%201.pdf
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- Finally: energy and resiliency still stand as two major challenges in HPC developments. 

On the energy side, control from external policy setting is the most significant step 

forward. 

 

To conclude, the presentation showed that if the EU has already done a lot of coordinated 

efforts, the main challenges and realisations remain in the future for the EU HPC community. 

 

 
Figure 3 - H2020 HPC Work Programme 

 

4.3 Next generation applications 
 

On a global level, Europe owns a lot of applications in the HPC domain and is the biggest 

generator of data. These two facts are at the forefront of the EU path to the next generation 

applications on which Stéphane REQUENA gave an overview, accompanied by EXDCI 

recommendations. 

 

The EU applications roadmap to Exascale is nurtured by all stakeholders, engaged through a 

consulting and collaborative process that mobilized 45 experts from 8 countries, with core 

collaborations with EU CoEs. This led to an update of the roadmaps of needs and expectations 

of scientific applications, as well as to the provision of inputs to the update of the PRACE 

Scientific Case, which will lead to the deployment of the pre-Exascale pan European HPC 

research infrastructure. 

 

Stéphane REQUENA described future HPC application development in similar terms to that 

described in the two previous presentations by Mark ASCH and Marcin OSTASZ, e.g. 

convergence between HPC, Data Analytics and Deep Learning. 

Regarding applications, several challenges were presented for a broad range of scientific and 

industrial fields illustrating the new challenges and breakthroughs the Exascale capabilities can 

address upon which aeronautics, engineering, energy, climate sciences, astrophysics, molecular 

science, etc. 
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Ahead of the common objectives, each scientific/industrial community faces specific 

challenges that must be known and taken into account in the deployment of EU efforts in 

extreme computing. 

 

 
Figure 4 - HPC 5 year specific challenges per communities 

 

On the way forward, three global recommendations were presented: 

 

Focus area 1: Convergence of in-situ analysis and deep-learning methods for efficient post 

processing of pertinent structures among huge scientific datasets 

 

This recommendation answers to the paradigm shift and follows EESI2 recommendations in 

the same domain by adding Deep Learning techniques as a promising way to develop disruptive 

in-situ/in-transit methods. A specific call for proposals should be created that involves the HPC, 

Data Analytics and Deep Learning communities to assess the potential of the aforementioned 

techniques on 10 to 12 scientific pilots. 

 

Focus area 2: New HPC services based on link with large scale instruments and urgent 

computing 

 

The future of HPC depends also on its capacity to develop better decision-making processes, 

which means that new services can be developed in the area of urgent computing. That will 

open the HPC capabilities to more players and extend its value. Hence, new services have to be 

created with the development of new ways to deliver HPC computing.  

 

Focus area 3: Development of new EU CoEs 
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The CoEs have an important role for EU development and place in HPC excellence and 

markets. The topics covered by CoEs should be extended to more domains, covering more 

potential of engineering and industrial applications and continue to grow the EU HPC market.  

There is a need to work on transversal matters, such as open source software industrialisation, 

promotion and long-term support. 

 

As a conclusion, the applications side of HPC offers a lot of potential and opportunities that the 

EU can benefit from thanks to its excellence and strong expertise. 

 

Questions and answers 

 

The following points were raised during the Q&A: 

- Power consumption is key, but the primary question is how correct the codes on 

Exascale computers will run. 

- Large sets of data are coming from HPC and, at the same time, HPC is crucial for 

analysing large data therefore in-situ data processing is vital. 

- It is extremely difficult to host Data Analysis, AI and Simulation at the same time on 

the same processor. 

- SRA and EXDCI recommendations should add resilience as one of their priorities 

 

4.4 Training for the next HPC generation 
 

The development and growth of EU HPC will require new talents in the community. With the 

coming paradigm shift and complexity of expertise needed in the HPC domain, “more effective 

cross-training is needed so that collaborators with differing skills and backgrounds can work 

together effectively.”6 

 

The EXDCI project presents several outputs, focusing both on training and job opportunities. 

Based on the project’s experiences, several outcomes and associated recommendations were 

issued and presented by David HENTY. 

 

Special focus 1: HPC opportunities 

 

In the computing job market, HPC is a niche – which means that information on job offers is 

difficult to find by its intended audience. 

Fixing this problem is the goal of the EXDCI job portal, where HPC stakeholders searching for 

talent can easily post their job vacancies and where applicants can easily find the proper 

information. 

 

On the opportunity side, the challenge was not only to have a job portal for those already in the 

field, but to expand HPC and extend it to people that could be interested in working in the area. 

To publicize the opportunities given by HPC jobs, HPC career case studies have been created 

and published to show, through a wide diversity of jobs, people, places of work, skills and 

experiences, how vast and interesting HPC can be as a career choice. 17 portraits have been 

published, 9 women and 8 men, working in 8 different countries (7 EU and the US). 

 

Special focus 2: Women in HPC 

 

                                                 
6 From EXDCI DoW 

https://exdci.eu/jobs-and-training/job-portal
https://exdci.eu/jobs-and-training/hpc-career-case-studies
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As there is still a huge gap between the numbers of men and women working in the HPC field, 

specific efforts must be undertaken to diminish the social barriers that are behind this gender 

issue. Within EXDCI, we paid specific attention to this aspect and worked with dedicated 

initiatives such as Women in HPC. 

 

Special focus 3: HPC training 

 

Conerning the other parts of EXDCI, the training roadmap is based on a collaborative process 

that took the form of a survey collected among 29 HPC stakeholders (7 higher education 

institutions, 8 research institutes, 9 commercial companies, 8 national supercomputing centres 

and 2 other bodies). 

 

Attention was also given to MOOC-based training to analyse its accuracy, strength and 

weakness. Lessons were learned from two 5-week MOOCs, one dedicated to supercomputing 

and delivered by EPCC and Surfsara, the other dedicated to Management of Big Data with R 

and Hadoop, delivered by the University of Ljubljana. Both MOOCs ran early in 2017 on the 

FutureLearn platform and were free of charge for students. 

In the end, the experiences show that if MOOCs have true potential, they require significant 

efforts at their creation and for each consecutive session. Within the HPC domain, 

dissemination remains a big issue as well. 

 

One of the improvement solutions is to integrate such educational techniques into existing 

courses (e.g. with credits) on the model of the EPCC online courses platform. 

To improve dissemination among the student community, a dedicated Training Portal has been 

designed and implemented on the EXDCI website. 

 

All these experiences and consultations with the stakeholders indicate three main trends for the 

future of HPC training environment: 

- HPC is becoming more complex, which means we will need more advanced training, 

but more importantly, a huge need in basic HPC training has been identified.  

- Advanced training is difficult to deliver due to lack of resources (concentrated expertise, 

small audiences) 

- Online format can answer part of the training constraint, but the delivery models should 

continue to be explored (MOOCs are not an ideal form) 

 

As a conclusion, EXDCI emphasises that, in parallel with specific HPC experts, the 

development of HPC will need to increase the number of expert users. This challenge must be 

tackled by appropriate training techniques. 

On the applications side, it is also important that Research Software Engineer should be 

recognized as a career. 

 

4.5 The challenges of technological SMEs in HPC 
 

The HPC market is growing and is expected to reach 25 billion € in 2021 at a global level. 

Maike GILLIOT’s presentation gave an overview of the barriers that EU SMEs face and 

provided EXDCI recommendations to overcome them.   

 

To assess the barriers, a collaborative process was put in place that gathered inputs first from 

EU projects (namely FETHPCs and CoEs) and second from HPC SMEs and start-ups. 

 

The barriers to a wider development of EU SMEs in HPC 

https://www.womeninhpc.org/
https://www.futurelearn.com/courses/supercomputing
https://www.futurelearn.com/courses/big-data-r-hadoop
https://www.futurelearn.com/courses/big-data-r-hadoop
https://www.epcc.ed.ac.uk/online-courses
https://exdci.eu/jobs-and-training/training-portal
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Reporting from the projects emphasised the supportive environment offered in the EU, 

especially the risk sharing that EU financing allows. Nevertheless, it was also considered that 

“projects seem not aware of existing help for start-ups, nor much sensibility for helping SMEs 

of their project”. 

 

SMEs reported that their main difficulties were to overpass the innovation barrier (as HPC 

providers will be reluctant to take risks as they prefer to be sure a technology will comply with 

their needs) and get into the market, including problems related to the public procurement 

system. Finally, as the connection to the HPC ecosystem is seen as important, it is still too time 

consuming for SMEs that “cannot spare 0,5 FTE for a project.” 

 

Removing the barriers: 5 recommendations for the ecosystem 

 

Based on the aforementioned surveys, a workshop was organized that was dedicated to 

formulate solutions to the identified barriers. 

 

The core group identified 5 main recommendations that will improve the EU framework for 

SMEs in HPC: 

- SMEs and main bidders should team up for big procurements. This should be 

encouraged in the procurement design 

- HPC centres should have innovation-oriented projects 

- The SME instrument should be better promoted amongst the HPC community and – if 

necessary – better adapted to the HPC sector 

- Mechanisms to build trust and personal relationship amongst SMEs and start-ups should 

be encouraged 

- Partnerships of SMEs and/or start-ups with HPC centres and large vendors should be 

encouraged 

 

An emerging idea: unlocking innovations in EU projects by stimulating project spin-offs 

 

EU-funded projects often produce interesting outputs whose exploitation can be optimized. The 

main problem identified is that such outputs are left aside during the course of the project as the 

resources are constrained by workplans and cannot be allowed to pursue unexpected 

discoveries. 

 

The proposed solution is to design EU R&D innovation funded projects in a way that they will 

be able to implement spin offs from their outputs during the projects and using, if necessary, 

funds from the projects themselves. This of course means that only promising and agreed 

“gem”7 would be exploited, though this scheme would considerably accelerate the time to 

market of EU project outcomes and would be a motivation during the project for consortia, 

especially for SMEs. 

 

                                                 
7 A « gem » is an output that cannot be described in a project’s original workplan and whose exploitation will 

produce outstanding impacts. 
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Figure 5 - EU HPC outcomes' exploitation "spin-off" scheme 

 

Questions and answers 

 

The following points were raised during the Q&A: 

- The ecosystem should think of and propose solutions on the development of SME 

relationships, especially searching for complementarities 

- The proposed actions seem interesting, however, a cost-analysis would be required 

before its implementation. 

 

4.6 A picture of the European HPC ecosystem 
 

“Our ambition is to be in the global top 3 in High Performance Computing by 2020.”8 The 

ambition of the EU in the HPC field is high and needs a coordinated strategy implemented by 

a structured ecosystem. For 8 years now, the EU HPC ecosystem has been created and 

reinforced to reach the EU’s objectives. 

 

                                                 
8 The EU ambition for HPC as stated by Commissioner Gunther Oettinger. 
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Figure 6 - EU HPC strategy - important dates 

 

EXDCI is the coordination project that aims to nurture the development and implementation of 

a common strategy for the European HPC ecosystem. EXDCI engages all the EU HPC 

ecosystem by binding and consulting all its stakeholders. Jean-Philippe NOMINE presented the 

results of the project’s assessment and monitoring activities to give a picture of the ecosystem, 

assess the progress made and the results still to be achieved. 

 

Focus on the HPC cPPP 

 

To deliver the next generation of HPC technologies, applications and systems, one important 

tool is the cPPP that entered into force in January 2014. The cPPP is conducted by ETP4HPC 

and the CoEs and cooperates with all the major players of the EU HPC field, including PRACE 

as the leading organisation for the research infrastructure pillar of the EU HPC ecosystem.  

 

Activities under the cPPP bring a structured dialogue at a high level and are a powerful driver 

for EU efforts and investments in HPC through H2020 program dedicated calls. 
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Figure 7 - Current portfolio of H2020 HPC funded projects 

 

Regular reporting has been put in place to assess the progress made under the cPPP 

implementation, with the next conclusions to be drawn at the end of 2017. 

 

Focus on impact assessment 

 

As efforts have already been carried out, monitoring of the progress realized became necessary 

to follow the implementation of the EU HPC strategy. Impact monitoring has been built on 

three main areas: industrial competitiveness and socio-economy impact, operational aspects 

and management aspects.  

12 KPIs have been defined and 6 data sources used (ETP4HPC, PRACE, H2020 statistics; 

EXDCI survey; analyst studies and public sources) 

 

The results monitored are described below. 

 

On socio economic KPIs 

The projected budget is spent on a regular basis and should continue to support the efforts of 

the ecosystem. 

From the first projects implemented, results are more than encouraging. From a sample of 9 

companies, accounting for 26M€ H2020 funding: 

- 11 patents were secured 

- 61 jobs created 

- A factor of 3 to 4 was obtained for extra investment in the market 

 

On the operational aspects 

3 calls have been implemented for 176,1M€ of committed funding and 30 projects are running 

among which 12 are coordinated by ETP4HPC members. The industry participation is 22%, 

with an 11% share for SMEs. 

 

On industry participation 
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The efforts to enhance industry participation in H2020 projects proved to be successful: 

compared to FP7, industry participation has increased by more than 60% with SME 

participation increased by an impressive factor of 4. 

 

 
Figure 8 - Comparison of industry participation in FP7 and H2020 HPC funded projects 

 

As a conclusion, Jean-Philippe NOMINE reminded the audience that EXDCI made a significant 

contribution to a better connected and aligned EU ecosystem – efforts that should be pursued 

in the future. 

 

Questions and answers 

 

The following points were raised during the Q&A: 

- To go further, EXDCI monitoring should include the EU projects’ results and reviews 

- Progress can be made on the definition of the KPIs to further assess the value delivered 

by the EU projects’ portfolio 

- To implement the EU HPC strategy, calls for proposals are not sufficient and shall be 

completed with other funding strategies. 

 

4.7 Participation in the ACM Europe annual conference 
 

The participants of the final EXDCI conference were invited to the ACM Europe annual 

conference which, this year, emphasised cybersecurity and HPC. 

On the first day the Turing talk took place and included a cybersecurity panel. 

 

This year, Pr. Silvio MICALI was invited to give the ACM Turing talk, giving him the 

opportunity to explain the mechanisms of the Algorand solution, which proposes a completely 

secure solution for blockchain techniques. 

 

A panel dedicated to cybersecurity followed the talk, with interventions from Chris HANKIN, 

Judith GAL-EZER, Jeremy EPSTEIN, Manel MEDINA and Gerhard SCHIMPF. 

 

The talk and the panel’s discussion can be viewed on the ACM’s YouTube channel, at this link. 

 

    

https://www.youtube.com/watch?v=OPsoHlKKr8o
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5 Report on Day 2 – EXDCI, Eurolab4HPC & HiPEAC joint session. 
Visit to the MareNostrum supercomputer. 

 

5.1 EXDCI – A vision for a European HPC strategy 
 

The EXDCI vision, as presented by François BODIN, reflects the results of the wors conducted 

in WP4 of the project. The EU HPC landscape is structured by a common strategy and 

supported by continuous investment in a global race. Investments and strategies to reach EU 

objectives are devised by the EC in collaboration with the HPC ecosystem through different 

tools such as regular updates of roadmaps. EXDCI is one of core projects that support this 

collaborative process with the additional goal of reinforcing the HPC community. 

 

To achieve its purposes, the EXDCI team conducts activities such as consultations and 

workshops, organizes events such as the EUHPCSW, and ensures participation of the EU 

ecosystem to international networks and events (e.g. BDEC, SC, etc.).  

 

As the HPC landscape is evolving fast and faces a paradigm shift, there is a need for a regular 

assessment of its progress in order to support its transformation. 

 

The EXDCI vision for a European HPC strategy is based on 5 main topics: the technical context, 

the influence of data, the evolution of the EU ecosystem, a vision for the future, and building 

on that, the conclusions of the EXDCI project itself. 

 

Topic 1: The technical context 

 

The presentations given on day 1 of the conference (read above) had already highlighted several 

elements on the paradigm shift happening to the HPC landscape. 

 

François BODIN addressed why the transition from Petascale to Exascale cannot be compared 

with the transition from Terascale to Petascale. While the Tera-Peta transition was only based 

on a linear performance change, the Peta-Exa transition implies a change of models. 

 

As this change results from the data, the next topic covered by the presentation was a deeper 

insight into the data-driven transition. 

 

Topic 2: The data-driven transition 

 

Extreme computing’s challenge is not anymore to continuously increase computation power, 

but to consider the processing of huge amounts of data, coming both from the exponential 

production of data from observation instruments (or the IoT) and the huge amount of data 

produced during simulations. This means that data analytics are now part of the HPC 

production’s model, which changes a lot the vision and future of extreme computing. 
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Figure 9 - The new HPC model 

 

To benefit from the future possibilities of HPC, there is a need for a coordinated ecosystem. 

 

Topic 3: The European HPC ecosystem (from EXDCI) 

 

EXDCI acts as a facilitator for the HPC ecosystem to build and implement a common strategy. 

This implies that it should engage potentially all the EU HPC stakeholders through different 

kind of activities. 

 

It was thus necessary to have a good overview of the actors mobilized by EXDCI which would 

allow an assessment of the current impact of the project’s results and prepare the pathways for 

future activities. 

An interactive map has been created for this purpose, which shows all the entities impacted or 

that have impacted EXDCI. This network’s description also highlights the nature of the 

interaction between each network’s nodes (i.e. participation in events, workshops, etc) which 

complete the description of the EU EXDCI ecosystem. 
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Figure 10 - Entities active in EXDCI related activities 

 

Having the technological context and having described the actors involved, it was time to draw 

a picture for the future of HPC. 

 

Topic 4: A vision of the future of supercomputing 

 

It is well established that the HPC model is changing, but what will it look like? François 

BODIN expressed his vision of the new organization of the HPC infrastructure. 

 

The old centralised-based nature of extreme computing is over as data location is the new 

dimensional parameter. The very concrete implication of the data problem is that future 

infrastructure will be built on data movement and treatment on a “computing grid”. 

 

In the future, so-called supercomputers will not be single machines with high performance, but 

homogeneous global infrastructures based on connected nodes. Those nodes can and should be 

high performing machines as “complex distributed workflow is the future rule”. 
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Figure 11 - Future HPC capabilities as a "computing area" instead of single machines 

 

In this vision, a supercomputer “is defined by a set of nodes that are strongly connected by high 

bandwidth and low latency links” with no frontier between the core supercomputers and its 

edges or intermediate/storage nodes. 

 

This vision of a supercomputer as a network and the introduction of data as one of the drivers 

of the infrastructure with computing performance would also imply that there exists a global 

data addressing scheme that can be compared to the Internet infrastructure, although the internet 

routing scheme is not adequate for these future HPC purposes. 

 

The presentation ended with some perspectives from EXDCI. 

 

Topic 5: Conclusions and perspectives 

 

Over a few years, we have seen the rise and progressive coordination of an EU HPC ecosystem, 

focusing on tackling both scientific and economical challenges at the Exascale. The community 

has now a coherent strategy and can rely on strongly connected networks. 

 

We should, at any time, remember that HPC facilities are a tool used to solve scientific and 

industrial challenges. The ultimate goal is to help the EU remain excellent in scientific 

production and to contribute to societal challenges (e.g. solve societal challenges in a global 

competitive economy). 

 

There is a paradigm shift occurring. This is more difficult to implement than an incremental 

change., hence there is a strong need to involve ALL actors concerned in this evolution if we 

want to benefit from the huge opportunities that HPC can deliver. Efforts must be continuous 

and result as soon as possible in a more efficient, cheap and profitable adaptation to the new 

extreme computing era. 

 

Finally, as the race for Exascale is to be reached in a near future, the final EXDCI 

recommendation is to “focus and organize the current efforts in a way that is closer to an 

integrated industrial project in order to ensure a successful delivery of EU Exascale level 

sustainable systems capable of serving a convergence based scientific discovery process.” 
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Questions and answers 

 

The following points were raised during the Q&A: 

- Towards a better convergence of EU efforts, a task force including EXDCI is needed to 

help manage EU projects. 

- As the vision includes a lot of information, there is a need for the prioritization of 

recommended concrete innovative actions 

 

5.2 Eurolab4HPC – Building excellence in High-Performance Computing 
Systems 

 

Per STENSTRÖM delivered a presentation focused on EuroLab4HPC’s activities and results. 

Like EXDCI, EuroLab4HPC aims to deliver a common strategy for a coordinated EU 

community, with the ultimate goal of making Europe a leader in HPC technology. To achieve 

this objective, EuroLab4HPC produces research agendas with a long-term vision, delivers 

training and proposes activities to accelerate innovation in the HPC domain. A transversal goal 

is to build and strengthen its ecosystem. 

 

Each of these outputs needs diverse activities, which were detailed during the presentation. 

 

Topic 1: Research excellence: the EuroLab HPC vision9 

 

The roadmap designed by EuroLab aims to look beyond the Exascale, hence covering the 2023-

2030 period. This roadmap is strongly connected to the other EU roadmaps (HiPEAC vision 

and ETP4HPC SRA). 

 

The EuroLab vision aims to take account of all layers of the HPC stack, to have a global vision 

and assess the potential impact of disruptive technologies along the entire HPC value chain. 

The vision is structured around the assessment of a software pull and a hardware push. On the 

software pull, new usages are expected, which will imply the development of new hardware 

solutions, especially all applications dedicated to real-time and interactive analysis and 

visualisation that will accompany important sectors such as industry 4.0, smart cities and 

connected autonomic cars. On the hardware push, new material or computing technologies are 

emerging, such as Quantum Computing, which can be a game changer in future HPC. 

 

Topic 2: HPC curriculum 

 

EuroLab aims to analyse the needs of HPC courses for future HPC technology experts. A triple 

focus was followed, which started by defining an HPC curriculum, assessing the best practices 

for on-line learning and launching training pilots. 

 

This task began by an analysis of training requirements by gathering inputs from the ecosystem. 

In particular, it helped to define a programme for an integrated HPC curriculum based on a 

transversal approach, e.g. by proposing courses that span across all the HPC layers. 

 

On the analysis of the best practices in online training – an activity that focused on the value 

delivered by MOOCs – the EuroLab study helped to characterize the main uses of this type of 

training. MOOCs are typically used for four main purposes: 

- To highlight beacon areas of research 

                                                 
9 The EuroLab4HPC vision can be downloaded at this link. 

https://www.eurolab4hpc.eu/static/deliverables/D2-2--vision-executive-summary.2720d96ec182.pdf
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- To improve public understanding of science 

- To aid recruitment for traditional and distance learning course 

- To deliver training credits within the frame of academic diplomas 

 

Topic 3: Acceleration of innovation 

 

The problem addressed is now well-known and is particularly important for Europe: there is 

not enough transfer from excellent science production to the market and the time to market is 

too long. Hence, the solution is to propose tools and methods to accelerate the emergence of 

innovation. 

 

To address this challenge, EuroLab worked on a business prototyping process. The process’ 

goal is to start from a research outcome to analyse potential market development through the 

Business Model Canvas 10  simulation. Having stabilized a potential model, it should be 

prototyped and tested to confirm the initial hypotheses rapidly, helping to refine or validate the 

business model and market opportunity. Introducing a venture capitalist as a target audience is 

also of extreme importance for business development. 

 

 
Figure 12 - EuroLab4HPC business prototyping process 

 

Topic 4: Community building 

 

Community building is of crucial importance for the successful, effective and efficient design 

and implementation of the EU HPC strategy. EuroLab produced several inputs to strengthen 

the links between research groups and HPC stakeholder groups. 

 

Networking is at the centre of such an outcome, mainly driven by the participation or 

organization to/of general or dedicated events such as workshops or talks given during the 

EUHPCSW. 

                                                 
10 More on Business Model Canvas’ tools and methods can be found at this link. 

https://strategyzer.com/
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Another output was to attribute mobility research grants that facilitate deep exchanges and 

understandings between the members of the community to stimulate shared research on 

common platforms. 

 

Questions and answers 

 

The following points were raised during the Q&A: 

- People are keener to finish their training when registration for a MOOC is not free of 

charge 

- Time to market is a key point we should focus on if we want to deliver innovative 

solutions and services 

 

5.3 HiPEAC – 13 years of successful networking 
 

Koen de BOSCHERE gave an extensive talk on the results achieved by HiPEAC over the 13 

years of its activity. 

 

HiPEAC’s goals are to “steer and increase EU research in the area of high-performance and 

embedded computing systems and stimulate cooperation between academia and industry, 

computer architects and tool builders” 

 

To achieve its aim, HiPEAC ran for several years different kind of tools, structured around 4 

pillars: 

- Structuring the community  

- Disseminating the results 

- Building a vision 

- Building constituency 

 

Topic 1: Structuring the community 

 

The HiPEAC network is constituted by 12 partners, 500 members, 96 associated members and 

412 affiliated members, coming from 32 countries. 

 

One of the main activities of the network is its recruiting services, using a recruitment portal 

and events, as well as job sharing through HiPEAC’ s presence on social media: Twitter and 

LinkedIn. Recruiting services deal with job and internship offers that have all grown over the 

years. 

 

https://twitter.com/HiPEAC
https://www.linkedin.com/company/9479670
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Figure 13 - Evolution of HiPEAC internship grants 

 

Another topic concerns industrial exhibitions and the organization of talks, particularly through 

the HiPEAC annual conference. The conference is a perfect occasion to build networks and 

knowledge sharing between the industry and research domains. 

 

Finally, HiPEAC offers several services in the innovation stimulation domain, focusing on 

knowledge and technology transfer, as well as spreading entrepreneurial “spirit” among several 

platforms with courses, keynotes and articles. A Venture Capitalist session is also organized 

during the Autumn Computing Systems Week. 

 

Topic 2: Disseminating the results 

 

A lot of effort is involved in disseminating the results to the HiPEAC target audiences, using 

complementary channels: face to face and distant tools are used for that purpose, with event 

organization, publication of a magazine and online presence, including social media such as 

Twitter and LinkedIn.  

To encourage the dissemination of its members’ works, awards are granted in two categories: 

Paper Award for presentations at high level conferences and the technology transfer award that 

aims to stimulate uptake of research results by industry. 

 

Topic 3: Building a vision 

 

Road mapping is one of the more important inputs of the constituted networks of the EU HPC 

ecosystem. HiPEAC’s vision is a collaborative document which highlights the main trends and 

changes expected in the short and middle term.  

 

The latest vision was published in 2017 and, by pointing out the role of Artificial Intelligence, 

focuses on the importance of trust in future applications in a more complex software and 

hardware environment. This leads to a special focus being put on cybersecurity. 

Regarding IA, we must pay special attention to China’s progress in that domain and be prepared 

to deal with the next major player in the field, expected to soon take the global AI leadership.  

 

https://www.hipeac.net/v17
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Finally, when looking ahead, we should particularly be aware of the skills and competences we 

are providing at this very moment to the next generations. If in a few years we want to be able 

to compete in the global race, more graduates should come from EU universities. The current 

trends show an equilibrium in the number of computing graduates in the EU with some 

countries increasing the number of trainees while others decrease. The problem is that we will 

need a strong increase of people trained in computing skills, hence this tendency is worrying. 

 

Topic 4: Constituency building 

 

HiPEAC aims to help achieve convergences and build a coherence between its members. This 

goal is achieved mainly through event organization (such as Summer Schools) and by the 

delivery of grants designed for collaborative visits of PhD students or junior post-doctoral 

researchers. 

 

To conclude, Koen de BOSCHERE revealed the next HiPEAC structure that builds on the 

actual success and identified needs of the network. 

The next structure will involve four pillars: 

- Growing the communities 

- Connecting the communities 

- Disseminating 

- Road mapping 

 

5.4 Visit to the MareNostrum 4 supercomputer 
 

The presentations were followed by a visit to MareNostrum 4 – BSC’s top HPC facility. Around 

60 people attended the visit and had a unique opportunity to discuss the newly installed and 

running MareNostrum 4, which provides 11.1 PFlops of processing power11. 

 

Guided by BSC’s HPC expert, the visit was also an occasion for the participants to network and 

exchange views. 

 

                                                 
11 « According to the Top500 ranking published on 19 June 2017, MareNostrum 4’s general purpose cluster is the 

third most powerful one in Europe and the 13th in the world » - From BSC website, 15 January, 2018. 

https://www.bsc.es/news/bsc-news/marenostrum-4-begins-operation
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Figure 14 - EXDCI participants networking on a visit of MareNostrum 4 

 

 

5.5 Participation at the ACM Europe annual conference 
 

After the EXDCI final conference, all the participants had the opportunity to join the keynote 

lecture and panel of the ACM Europe Conference. 

 

The keynote lecture was given by Katherine YELICK (U.C Berkeley) on the breakthroughs 

science could achieve using Exascale and the challenges it will face to achieve it. 

 

On the breakthrough side, the presentation of Katherine YELICK pointed out similar elements 

such as those discussed in the overview given by Stéphane REQUENA during the first day of 

the final EXDCI conference, e.g. that with Exascale capabilities, we will run more precise and 

more complex models and simulations, meaning that scientists will be able to solve new 

problems that cannot be calculated on Peta capabilities. 

 

Hence the extreme computing community will face many challenges to achieve efficient and 

operational Exascale systems, achieving needed breakthroughs in architectures, code, 

algorithms, integration, etc. 

Moreover, as has also been highlighted in the EXDCI conclusions, major bottlenecks are 

present in data movement, which is crucial to optimise or deal with in different ways to fulfil 

the promises of the Exascale. 

 

As a conclusion, Katherine YELICK emphasised that the end of Moore’s Law means that the 

race to Exascale will take place in a different computing environment to the one developers are 

used to: optimisation and better performances will now rely more on software development 

than the increased hardware capacity the community used to have. 
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Figure 15 - The end of Moore’s law means optimisation will rely more on software optimisation 
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6 Origins and main conclusions of EXDCI 
 

The following chapter provides a synthesis of the activities and results of the EXDCI project 

that were presented during the conference. 

 

6.1 A collaborative process with the EU and global ecosystem 
 

Extensive exchanges occurred both with the European and global HPC ecosystem to feed 

EXDCI’s knowledge and inputs to its holistic vision. 

 

Each work package of the project dealt with a specific sector/topic/stakeholder and consulted 

them all through the organization of technical meetings, workshops, surveys, etc. Specific 

occasions were then organized for all WP leaders to exchange and build a common holistic 

vision, nurturing the project’s conclusion. 

 

EXDCI also worked with global experts and presented Europe’s achievements in main HPC 

events. A dedicated international work package took care of all these exchanges that helped to 

learn from the top scientists and, in return, to ensure Europe’s influence in the global debate. 

 

 
Figure 16 - EXDCI scheme to build its holistic vision 

 

6.2 State of the art: the race for hardware to match software’s promises  
 

We face scientific and industrial challenges that cannot be solved by today’s computing tools. 

That is why we need Exascale capabilities. Major discoveries and future applications in various 

domains, including molecular biology, complex Earth science simulations and future aircraft 

design will need adequate supercomputing input. 

 

Each user’s community needs will have its characteristics that will require several computing 

architectures. The end of Moore’s Law and the data-driven era change deeply the nature itself 

of the transition from Peta to Exascale, also impacted by the new disruptive solutions AI is 

proposing. 

 

In this environment, major players will dedicate a lot of efforts and investments to build, possess 

and run supercomputing facilities that will give a decisive advantage to their scientific and 

industrial ecosystems. While the EU’s strength remains in applications, its main weakness is 

that it relies on US hardware for its machines. Moreover, the EU should adapt its model to 

develop and accelerate innovation to gain HPC market shares. 
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On building the Exascale capabilities, the expectations are to reach it by 2023-2024 for 

sustained Exascale systems – the first demonstrators are already under construction. 

 

On the EU side, the pathway to Exascale is now structured by a common strategy, driven by 

collaborative projects and networks and supported through different kinds of investments, 

including dedicated H2020 calls for proposals. Efforts to continue to grow, train and strengthen 

the community, based on achieved results, are required. 

 

6.3 In the future: the end of an era. From a centralised model to complex 
distributed workflow 

 

. The end of the centralised computing model announces a new infrastructure to conceive, build 

and use. EXDCI’s vision of the future HPC infrastructure model is supercomputing as a 

network of connected nodes. 

 

Moreover, HPC will be used in new domains and will offer new possibilities, as demonstrated 

during the conference. Autonomous vehicles and urgent computing for better decision making 

are two examples of such domains. Real-time applications also mean that trust will be at the 

forefront of future HPC uses, thus requiring mandatory efficient cybersecurity. 

 

Finally, if looking after the Exascale race, e.g. for the 2023-2030 period, breakthroughs are 

expected such as Quantum Computing that could deeply impact the way we compute now. 

 

6.4 Main recommendations of EXDCI 
 

EXDCI’s recommendations for EU Exascale is that we should focus and organize the current 

efforts in a way that is closer to an integrated industrial project in order to ensure a successful 

delivery of European Exascale level sustainable systems capable of serving a convergence 

based scientific discovery process. 

This involves: 

- Developing EU capabilities, maintaining its excellence and attaining its objectives: 

o EsDs are a good vehicle to deliver EU Exascale plans 

o CoEs should be developed and sustained 

o Networking is more than ever a core task for the EU ecosystem 

o New processes and tools to facilitate innovation uptakes are to be implemented 

- Accompanying the disruption: 

o Search for a shaping strategy 

o Put efforts into training 

o Involve as soon as possible implied communities 

- Structuring a convergent, coherent and common EU strategy: 

o Efforts to structure the EU ecosystem produced results that should be pursued 

o Monitoring is required and can be improved 

o Synergies have to be found among H2020 project portfolios 
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Annex – Workshop participants 
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