
  

  

   

 

 

 

H2020-FETHPC-3-2017 - Exascale HPC ecosystem development 

 

 

 

 

EXDCI-2 

 

European eXtreme Data and Computing Initiative - 2 

 

Grant Agreement Number: 800957 

 

 

D4.7 

Second report on EXDCI-2 technical workshop 

 

Final 

 

 

Version:  2.2 

Author(s):  Corentin LEFEVRE, Néovia Innovation 

Date: 06/05/2020 

 

 

Ref. Ares(2020)2448374 - 08/05/2020



D4.7 Second report on EXDCI-2 technical workshop 

 

EXDCI – 2 – FETHPC - 800957 2 06.05.2020 

 

Project and Deliverable Information Sheet 

EXDCI Project 

Project Ref. №:FETHPC - 800957 

Project Title: European eXtreme Data and Computing Initiative - 

2 

Project Web Site:      http://www.exdci.eu 

Deliverable ID:          <D4.7> 

Deliverable Nature:  <DOC_TYPE: Report> 

Dissemination Level: 

PU * 
Contractual Date of Delivery: 
30 / 04 / 2020 

Actual Date of Delivery: 
08 / 05 / 2020 

EC Project Officer: Evangelia Markidou 

* - The dissemination level are indicated as follows: PU – Public, CO – Confidential, only for members of the 

consortium (including the Commission Services) CL – Classified, as referred to in Commission Decision 

2991/844/EC. 

Document Control Sheet 

 

Document 

Title: Second report on EXDCI-2 technical workshop 

ID:        D4.7 

Version: <2.2> Status: Final 

Available at:     http://www.exdci.eu 

Software Tool:  Microsoft Word 2019 

File(s):               EXDCI-2-D4.7-Second Report on EXDCI-2 technical 

workshop.docx 

 

Authorship 

Written by: Corentin Lefèvre, Néovia Innovation 

Contributors: François Bodin, Université Rennes 1 

Reviewed by: Jean-Philippe Nominé, CEA/ETP4HPC 

Katia Soto, PRACE 

Approved by: MB/TB 

 

Document Status Sheet 

Version Date Status Comments 

1.0 28/04/2020 Draft  

2.0 04/05/2020 Reviewed Implementations of the 

corrections and changes 

asked by the reviewers 

2.1 05/05/2020 Final version Minor editing 

2.2 06/05/2020 Final version Implementations of the 

corrections and changes 

asked by the reviewers 

 

http://www.exdci.eu/
http://www.exdci.eu/


D4.7 Second report on EXDCI-2 technical workshop 

 

EXDCI – 2 – FETHPC - 800957 3 06.05.2020 

 

Document Keywords  

 

Keywords: PRACE, , EuroHPC JU, Research Infrastructure, Digital continuum, 

Vision, Roadmap, Artificial Intelligence, Big Data, Quantum 

Computing, HPC Ecosystem, BDEC 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Copyright notices 

 

 2020 EXDCI-2 Consortium Partners. All rights reserved. This document is a project 

document of the EXDCI project. All contents are reserved by default and may not be 

disclosed to third parties without the written consent of the EXDCI-2 partners, except as 

mandated by the European Commission contract GA no.800957 for reviewing and 

dissemination purposes.  

All trademarks and other rights on third party products mentioned in this document are 

acknowledged as own by the respective holders. 



D4.7 Second report on EXDCI-2 technical workshop 

 

EXDCI – 2 – FETHPC - 800957 4 06.05.2020 

 

Table of Contents 

Project and Deliverable Information Sheet ........................................................................................ 2 

Document Control Sheet ....................................................................................................................... 2 

Document Status Sheet ......................................................................................................................... 2 

Document Keywords ............................................................................................................................. 3 

Table of Contents .................................................................................................................................. 4 

List of Figures ........................................................................................................................................ 5 

References and Applicable Documents ............................................................................................... 6 

List of Acronyms and Abbreviations ................................................................................................... 6 

Executive Summary .............................................................................................................................. 8 

1 Introduction ................................................................................................................................... 9 

2 Setting and Agenda ..................................................................................................................... 10 

3 Report on the 1st day – An assessment of the progress made by the EU HPC ecosystem 

towards exascale .................................................................................................................................. 13 

3.1 Foreseen technologies in a convergent world of distributed models – Upcoming HPC 

technologies: upstream technologies ..........................................................................................................13 

3.2 EuroHPC Summit Week 2020 ...........................................................................................................14 

3.3 BDEC2 .................................................................................................................................................14 

3.4 Foreseen technologies in a convergent world of distributed models – Upcoming HPC 

technologies: legacy codes ...........................................................................................................................16 

3.5 Foreseen technologies in a convergent world of distributed models – Trends and influencing 

factors ...........................................................................................................................................................18 

3.5.1 HPC and the digital continuum .................................................................................................. 19 

3.5.2 Application co-design ................................................................................................................. 20 

3.5.3 Data everywhere ......................................................................................................................... 21 

3.5.4 AI everywhere ............................................................................................................................. 22 

3.5.5 Trustworthy computing ............................................................................................................... 22 

3.5.6 Open discussion .......................................................................................................................... 23 

3.6 Evolution of the ecosystem .................................................................................................................23 

4 Report on the 2nd day – EU HPC Ecosystem towards and beyond exascale – Next steps and 

vision ..................................................................................................................................................... 25 

4.1 Foreseen technologies in a convergent world of distributed models: Applications ......................25 

4.1.1 The place of AI in the future, continuum e-infrastructure .......................................................... 25 

4.1.2 Foreseen activities on the applications’ side .............................................................................. 26 

4.2 Building on the ecosystem’s results ...................................................................................................26 

4.2.1 Scientific Case and industrial collaboration .............................................................................. 26 

4.2.2 How to best foster the HPC ecosystem and leverage the results of EU projects ........................ 27 

4.3 Elements for a new vision ..................................................................................................................29 

4.4 Conclusion (lessons learned and takeaways) ....................................................................................30 

5 Annex ............................................................................................................................................ 31 



D4.7 Second report on EXDCI-2 technical workshop 

 

EXDCI – 2 – FETHPC - 800957 5 06.05.2020 

 

5.1 Attendance list ....................................................................................................................................31 

 

List of Figures 

Figure 1 - Technical workshop group photo ......................................................................................... 10 

Figure 2 - Upstream technologies directions ......................................................................................... 13 

Figure 3 - Digital continuum - HPC in the loop .................................................................................... 15 

Figure 4 - AI in the digital continuum ................................................................................................... 16 

Figure 5 - Code viscosity formula ......................................................................................................... 17 

Figure 6 - HPC research matrix – ETP4HPC SRA-4 ............................................................................ 18 

Figure 7 - Trends for AI training computing needs ............................................................................... 19 

Figure 8 – Relative relevance of the research clusters to application co-design ................................... 21 

Figure 9 - AI for CI / CI for AI - a shortlist of current questions .......................................................... 25 

Figure 10 - FET HPC 2014 results - Quantitative analysis ................................................................... 27 

Figure 11 - FET HPC 2014 results - potential beneficiaries ................................................................. 28 

 

  



D4.7 Second report on EXDCI-2 technical workshop 

 

EXDCI – 2 – FETHPC - 800957 6 06.05.2020 

 

References and Applicable Documents 

 

[1] https://exdci.eu/  

[2] https://prace-ri.eu/  

[3] https://www.etp4hpc.eu/  

[4] https://exdci.eu/sites/default/files/public/files/d4.6_v1.2.pdf  

[5] https://eurohpc-ju.europa.eu/  

[6] https://www.exascale.org/bdec/ 

[7] https://openai.com/blog/ai-and-compute/ 

[8] https://www.top500.org/system/179699 

[9] https://www.seagate.com/fr/fr/our-story/data-age-2025/ 

[10] https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai 

[11] https://www.etp4hpc.eu/pujades/files/ETP4HPC_SRA4_2020_web(1).pdf  

[12] https://exdci.eu/newsroom/news/bigdft4chem-wins-exdci-call-spin-initiatives-spi  

List of Acronyms and Abbreviations 

 

AI Artificial Intelligence 

API Application Programming Interface 

AQMO Air Quality and Mobility 

BDEC Big Data and Extreme-scale Computing 

CEA Commissariat à l’Energie Atomique et aux Energies Alternatives 

CHEESE Center of Excellence for Exascale in Solid Earth 

CI Cyberinfrastructure 

CNRS Centre National de la Recherche Scientifique 

CoE Centres of Excellence for Computing Applications 

CSA Coordination and Support Action 

DL Deep Learning 

EC European Commission 

EI E-Infrastructure 

EOSC European Open Science Cloud 

EPI European Processor Initiative 

EsD Extreme scale Demonstrators 

ETP4HPC European Technology Platform for High Performance Computing 

EU European Union 

https://exdci.eu/
https://prace-ri.eu/
https://www.etp4hpc.eu/
https://exdci.eu/sites/default/files/public/files/d4.6_v1.2.pdf
https://eurohpc-ju.europa.eu/
https://www.exascale.org/bdec/
https://openai.com/blog/ai-and-compute/
https://www.top500.org/system/179699
https://www.seagate.com/fr/fr/our-story/data-age-2025/
https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai
https://www.etp4hpc.eu/pujades/files/ETP4HPC_SRA4_2020_web(1).pdf
https://exdci.eu/newsroom/news/bigdft4chem-wins-exdci-call-spin-initiatives-spi


D4.7 Second report on EXDCI-2 technical workshop 

 

EXDCI – 2 – FETHPC - 800957 7 06.05.2020 

 

EuroHPC JU European High Performance Computing Joint Understanding 

Eurolab4HPC2 Consolidation of European Research Excellence in Exascale HPC 
Systems 2 

EXDCI-2 European eXtreme Data and Computing Initiative 2 

FENIX  

FET Future and Emerging Technologies 

FLOPS Floating Point Operations Per Second 

FPGA Field-Programmable Gate Arrays 

GA Grant Agreement 

GDPR General Data Protection Regulation 

H2020 Horizon 2020 – The EC Research and Innovation Programme in Europe 

HPC High Performance Computing 

HPC-GIG High Performance Computing Governance Intelligence Gathering 

HPDA High Performance Data Analytics 

ICT Information and Communication Technology 

IDC International Data Corporation 

IoT Internet of Things 

IP Intellectual Property 

LHC Large Hadron Collider 

LOFAR Low Frequency Array 

MAX Materials design at the eXascale 

MFF Multi Financial Framework 

ML Machine Learning 

NM Nanometer  

NVM Non Volatile Memory 

OPC Organisation and Program Committee 

PHIDIAS Prototype of HPC/Data Infrastructure for On-demand Services 

PPP Public Private Partnership 

PRACE Partnership for Advanced Computing in Europe 

Qbits Quantum bits 

R&D Research and Development 

SHAPE SME HPC Adoption Programme in Europe 

SKA Square Kilometer Array 

SME Small and Medium Enterprise 

SRA Strategic Research Agenda 

USA United States of America 

ZB ZetaByte 



D4.7 Second report on EXDCI-2 technical workshop 

 

EXDCI – 2 – FETHPC - 800957 8 06.05.2020 

 

Executive Summary 

The EXDCI-2 second technical workshop was dedicated to reviewing the elements of what 

could be the European HPC landscape beyond the race for exascale. Scientific, technical and 

organisational trends have been assessed to forge the elements of a renewed version of the 

directions the European HPC ecosystem should take to fulfil its long-term objective to remain 

one of the best ones, and even a leading HPC ecosystem in the world, and therefore to contribute 

to accelerate and sustain its impacts towards scientific communities, industries and civil society. 

On the technical and applications’ sides, the main shift is to the upcoming of the digital 

continuum era where all elements, from the edge computing to the HPC are interrelated. The 

digital continuum will lead to a new generation of data / computing platforms that would have 

major impacts but also carry significative challenges. Also the question of interrelation of AI 

in the continuum has been one of the key discussions during the workshop. 

On the organisation side, the creation of the EuroHPC JU has been a key asset for the 

structuration of the EU HPC ecosystem. The ecosystem has strengthened in the past years 

through the success of many activities, including the creation of the EuroHPC Summit Week, 

and novel initiatives appeared to take the most of the efforts already done within the European 

Union. Three types of connection are seen of utmost importance for the EU HPC community: 

- Within the ecosystem itself 

- Connection beyond its specialties with other domains such as AI, Big Data and 

cybersecurity 

- Connection beyond the European area at the international level.  

The end of Horizon 2020 and forthcoming Horizon Europe is also a key element structuring the 

EU HPC landscape. 

The main output of the workshop is the preparation of a renewed EXDCI-2 vision that aims to 

address the above-mentioned challenges of the European HPC ecosystem that could lead to a 

shared European roadmap for the digital continuum era. 
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1 Introduction 

The European project EXDCI-2 sets up actions to coordinate the European HPC ecosystem 

with important enhancements to better address the convergence of big data, cloud computing 

and HPC. EXDCI-2 strategic objectives are: 

- The development and advocacy of a competitive European HPC exascale strategy 

- The coordination of the stakeholder community for European HPC at the exascale 

EXDCI-2 mobilizes the European HPC stakeholders through the joint action of PRACE and 

ETP4HPC. The project promotes global community structuring and synchronization in domains 

such as HPC, Big Data, cloud and embedded computing, for a more competitive related value 

chain in Europe. 

To achieve its objectives, the project develops a HPC technology roadmap addressing the 

convergence with HPDA and the emergence of new HPC uses. The project also delivers 

application and applied mathematics roadmaps that will pave the road towards exascale 

simulation in academic and industrial domains. It develops a shared vision for the future of 

HPC that increases the synergies and prepares for targeted research collaborations. EXDCI-2 

works to increase the impact of the H2020 HPC research projects, by identifying synergies and 

supporting market acceptance of the results. EXDCI-2 also contributes to the formal monitoring 

and impact assessment of the EU HPC programme (PPP run between 2014 and 2018). 

The project also contributes to the international visibility of Europe and wants to improve HPC 

awareness. 

In EXDCI-2, a transverse work package has been designed. Transverse coordination is 

important for the HPC community to share its visions alongside the HPC value chain, as well 

as to exchange with other communities, such as Big Data and IoT. 

Among EXDCI-2 transversal actions, two technical workshops are organized during the course 

of the project. These workshops bring together all EXDCI-2 participants, as well as invited 

European and international HPC stakeholders. Through these dedicated meetings, all the 

participants can share information on various topics and aspects of HPC, including funding 

models of relevant research and needs/challenges with respect to efficient software for future 

exascale systems. 

In the course of the EXDCI-2 project, the first project technical workshop was organized in 

Brussels on the 28th September 20181. 

The second project technical workshop was organized in Barcelona on the 2nd and 3rd of 

December 2019. 

The event was the occasion for all invited stakeholders to share over the work done during the 

project and its first results, as well as to prepare coordinated actions and exchange views  on a 

new vision for the European HPC beyond exascale: the continuum computing paradigm. 

  

                                                 
1 For more information, the related deliverable “D4.6 – First report on EXDCI-2 technical workshop” is 

downloadable online on the EXDCI-2 website. 

https://exdci.eu/sites/default/files/public/files/d4.6_v1.2.pdf
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2 Setting and Agenda 

The second EXDCI-2 technical meeting took place in Barcelona on the 2nd and 3rd of December 

2019 at the Universitat Politècnica de Catalunya. The on premises meeting was completed by 

remote connection setup with the aim to gather more expertise into the meeting. 

The number of participants in the meeting was 21, of which 6 were women. 5 persons 

participated through conference call. The names and affiliations of the participants can be found 

in annex 5.1. 

 

Figure 1 - Technical workshop group photo 
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- Be in a position to write short but credible foreseen success stories for some of these 

high potential technologies. 

The HPC ecosystem cannot be alone in such a task as the development of new 

technologies/architectures are mostly to be driven by other domains (e.g. Big Data) – which 

calls to pursue and strengthen the existing collaborations that exist between the EU HPC 

ecosystem and related domains. 

3.2 EuroHPC Summit Week 2020 

The EuroHPC Summit Week 2020 was prepared to take place from 23rd to 27th of March 2020 

in Porto2. Four main contributors went together to organize this week which aims to gather the 

European HPC ecosystem with the objective to share its latest achievements and pave the way 

for its future. 

Those contributors were the EuroHPC JU and the European Commission, PRACE, ETP4HPC 

and EXDCI-2. 

EXDCI-2 took the opportunity of the second technical meeting to define the scientific and 

technical programme the project would propose during the week. This programme covers the 

structuring and trending topics shared among the EU HPC community and is organized in 6 

sessions: 

- Applications 

- Delivering HPC in a sustainable manner 

- Training 

- Urgent Computing 

- Continuum Computing 

- Emerging technologies 

The proposed sessions alongside with proposition of speakers was meant to be communicated 

to the EuroHPC Summit Week OPC, with an attention to invite initiatives and projects close to 

the EU HPC Ecosystem (FENIX, EOSC) and also link with the running CoEs (propositions 

have been received from CHEESE and MAX for instance). 

The EuroHPC Summit Week is seen as one of the vectors to engage with other communities 

such as AI. 

3.3 BDEC2 

BDEC2 is an international think tank that was created to first address the convergence of 

compute and (big) data in the road to exascale. EXDCI-2 organizes the European participation 

to this global group, including the organisation of BDEC2 session held back-to-back with the 

EuroHPC summit week since 2019. 

The BDEC’s role, as a think tank, is to prepare position papers and roadmaps that are 

disseminated through every main HPC ecosystems worldwide. BDEC2 continued the work 

done during BDEC-1 with a change of focus coming from convergence to the concept of 

continuum e-infrastructures. 

                                                 
2 Note: due to the outbreak of the Covid-19 pandemic, the EuroHPC Summit Week 2020 has been postponed to 

2021. 
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Figure 3 - Digital continuum - HPC in the loop 

Digital continuum is identified as one of the main challenges to be tackled for the next HPC era 

as existing cyberinfrastructures were not designed to adequately deal with edge to cloud/HPC 

workflows, especially not extremely data-intensive ones. 

The current objective of the BDEC2 is to work on Demonstrators that are proof-of-concept 

platforms. Such a demonstrator shall produce a working version of an international, federated, 

continuum-spanning platform that can be cooperatively operated and managed and that engages 

stakeholders at all levels. 

These demonstrators will show examples of how identified technical and scientific problems 

caused by the digital continuum can be solved. The main identified issues are: 

- An end-to-end problem (from AI at the edge to HPC in the cloud) 

- A software stack problem 

- A resource allocation problem due to the building of on-demand shared infrastructure 

- A data movement and logistics problem, in both directions 

- Robustness, security, sustainability and reliability of large, interlinked, composed 

infrastructures 

- AI is everywhere, and new infrastructures must support monitoring and control; 

infrastructure learns (not just the applications). 

Potential use-cases for such demonstrators have also been listed: 

• Big Instruments: 

• Radio telescopes – LOFAR, SKA. 

• High energy physics – LHC. 

• Satellite data –  Copernicus, SWOT, HIMAWARI, … 

• Climate, earth sciences, oceanography. 

• IoT-like: 

• Personalized medicine. 

• Autonomous vehicles. 

• Predictive maintenance. 

• Precision agriculture. 

• Digital Twins... 
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The first problem to be solved was to define the complexity of this migration and to build a 

common metrics to address a wide diversity of situations. Looking at the European richness of 

HPC applications, a large variety of cases was to be addressed and compared.  

The group’s first action has been to select universal parameters that take into account the main 

difficulties faced by a development team in migrating codes to the next generation of machines. 

Those parameters should be easily determined by the concerned software development teams, 

also for an envisaged survey to be less time consuming and thus to collect broader answers from 

the European HPC ecosystem. Simplicity was the key, which, in return, means that the metrics 

would not be highly sophisticated, yet strong enough for the evaluation purposes. 

Four parameters were retained to define the metrics: 

- The age of the code in years – named A 

- The length of the source code, in millions of lines, excluding third party libraries – 

named L 

- The team capability or confidence to develop accelerated codes. This parameter is an 

estimation made by the concerned team and its value goes from 0 – the team cannot port 

the code – to 1 – the team has the expertise and skills to perform the job. This parameter 

is named TC 

- The percentage of acceleration, from 1 for a code fully ported to accelerators to 0 for 

code not ported at all – named P 

With these four parameters, a metric has been created - named “code Viscosity” by analogy to 

the viscosity of a fluid that quantifies its resistance to movement. The more viscous is a code, 

the more expensive it will be to do the port, both in terms of time to completion and in the 

manpower needed, the less it is prone to the adoption of newer technologies. In other words the 

more viscous, the higher the technical debt of the code that will have to be paid sometime in 

the future. 

Code Viscosity – named V – is defined by the following formula: 

 

Figure 5 - Code viscosity formula 

The group then decided to focus on the legacy codes that are defined by three criteria:  

- They are old codes – e.g. more than 10 years old 

- They are vital to their organizations 

- They must be ported to the new generation of machines.  

Due to their characteristics, legacy codes are particularly vulnerable when it comes to migrating 

to a new generation of machines. During their lifetime, these codes go through several 

generations of computers, several generations of programming environments, several standards 

for different APIs or other elements, several generations of software developers and are 

manipulated by changing teams over time. All these layers strongly impact the viscosity 

measure of a legacy code. 

Legacy codes are not a new subject for the HPC centres: they already face these issues with 

codes in FORTRAN, but as time goes, we noticed that codes in C started to join the legacy code 

category. 

In the group’s study, a particular attention was paid to the legacy code category as critical assets 

for which extra efforts may be foreseen when it comes to migrating to the exascale. 
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3.5.1 HPC and the digital continuum 

The trending factors for this new research cluster come from the convergence of HPC, Big Data 

and AI: 

- Current AI and Auto-ML require HPC capabilities for learning, but this is nourished by 

data provided “at the edge” 

- “Digital twins” or Cyber Physical Systems will need that HPC will be “in the loop” with 

real world, coping with its (timing and security) constraints, stream processing, security 

and safety requirements 

- Edge data will drive/tune numerical simulations 

- HPC in the box or Embedded HPC 

The impact of this trend is massive and makes it a hot spot in which to invest for several reasons: 

- More and more applications are distributed 

- Global energy efficiency requires reducing the amount of data transferred 

- Importance of AI in the computing continuum 

o Deep Learning requires more and more Pflops  

o Auto-ML to compute the meta parameters of Deep Learning systems 

- Importance of industrial applications (manufacturing, automotive, finance, 

communication, …) where HPC is more and more “in the loop” 

- HPC capabilities more and more required to improve the efficiency of our digital world  

The need for HPC is particularly striking when it comes to AI training. It is estimated that 

“Since 2012, the amount of compute used in the largest AI training runs has been increasing 

exponentially with a 3.5 month-doubling time (by comparison, Moore’s Law had an 18-month 

doubling period)4” 

 

Figure 7 - Trends for AI training computing needs 

Hurdles to overcome have been assessed during the SRA-4 preparation which are: 

- Not anymore floating point simulations 

                                                 
4 https://openai.com/blog/ai-and-compute/  

https://openai.com/blog/ai-and-compute/
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- Real-time use, stream processing, less “batches” 

- More open to external data, with the challenges of interoperability, security, data 

protection, interconnectivity, …. 

- Different “silos” for HPC, Big Data and IA applications and software stacks  

- Interdisciplinarity 

Beyond scientific and technical problems to solve, it is foreseen that the access to machines and 

adequate computing resources is of extreme importance for the years to come. For example, the 

Jean Zay supercomputer partition dedicated to AI use5 in France is currently fully booked. 

Addressing AI needs in the long-term will probably lead to design different machines 

addressing the needs of each scientific/industrial community. The ownership of such facilities 

is also of crucial importance for Europe6. 

3.5.2 Application co-design 

The trends on the applications’ side are also related to the increase role of AI and (big) data, 

with AI playing a role in establishing new HPC fields beyond its traditional scientific domains 

as for example humanities, social science, finance… 

An increasing uptake from the industry is also observed. 

The main challenges identified are: 

- Porting, adapting, optimizing for new architectures 

o Requires co-design, stable programming environments 

- New opportunities through convergence of HPC, HPDA, and AI 

o More complex workflows, data handling 

- Memory bandwidth and communication latency becomes more important than FLOPS 

- Long term maintenance of applications and codes7 

- Continued funding and stable (standardized) environments 

Through the Centres of Excellence for Computing Applications (CoEs), discussions with 

concerned scientific community has shown that – though each of them is aware of such 

challenges – there was an unequal distribution of their needs and current status among the HPC 

foreseen developments, which led to create a “heat map”8. 

 

                                                 
5 https://www.top500.org/system/179699 - Jean Zay is operated by CEA/CNRS (FR) and is one of PRACE Tier-

0 machine, with part of its architecture and operations dedicated to AI. 
6 It is reminded during the discussion that Google has actually more Deep Learning compute power than any 

academic 
7 Among which the question of legacy codes 
8 This heatmap has been developed further in the ETP4HPC SRA-4 released in March 2020 (pp.72 and 73) 

https://www.top500.org/system/179699
https://www.etp4hpc.eu/pujades/files/ETP4HPC_SRA4_2020_web(1).pdf
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Figure 8 – Relative relevance of the research clusters to application co-design 

 Relevant  Very relevant  Highly relevant 

This heat map helps to identify the progress made by sectors towards their applications and thus 

to identify the efforts to be done in the coming years. 

3.5.3 Data everywhere 

In this cluster, two main HPC trends have been identified.  

The first one is a shift from a model/simulation-driven science to more data-driven science. The 

“data sphere” could reach 175ZB by 20259. This covers major foreseen innovations and related 

markets such as driverless cars but also major scientific instruments such as the SKA. It is 

foreseen that HPC will take an increasingly part in the data-centric era by being one of the 

components of the digital continuum, either through HPC facility, HPC clouds or embedded 

HPC. 

Impacts of the “data deluge” can have three main branches: 

- Scientific simulations and workflows will also generate and work with enormous 

volumes of data  

- Data needed by scientific workflows is now highly distributed geographically  

o Edge + Distributed “Fog” nodes + Clouds + HPC Centres 

o Use of Accumulated historical data and real-time data 

- Various data processing techniques needed 

o HPC data processing techniques:  in-transit/in situ processing 

o Big Data Processing Techniques (batch + real time/streaming) 

o Trend: support decentralization of (AI-based) analytics towards the edge 

o Cloud-based data access & associated APIs (S3, Swift, etc)  

To address this cluster’s challenge, several directions are identified which are: 

                                                 
9 Source: IDC, sponsored by Seagate 

https://www.seagate.com/fr/fr/our-story/data-age-2025/
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- Requirement for high bandwidth between the various infrastructure entities (Edge, Fog, 

Cloud/HPC system)   

o This is still lacking in spite of in-transit and in-situ processing in HPC systems 

o It is estimated that 5G networks may play a role here  

o However data generation continues to outstrip the evolution of network 

bandwidths 

- Data logistics and data life-cycle management  

o Answer the questions: when to move data, how long to retain data, etc. 

o Collecting provenance metadata becomes important  

- Making data infrastructures a lot more resilient/performant at scale  

- Data consistency across these infrastructures is still a big problem 

- Data federation – for example: lack of unified APIs or need to cope with sensitive data 

Several projects and initiatives are being conducted in the EU and worldwide on those subjects 

of crucial importance for the years to come. 

3.5.4 AI everywhere 

Three trends and influences of AI on HPC are discussed, which are the computing needs of 

deep learning, convergence of Big Data, HPC and AI and the development of AI-HPC 

applications not only for academic purposes but also for industrial applications. 

The foreseen impacts are huge as AI is acknowledged as one the pillars of the 4th industrial 

revolution and leads to major changes alongside the HPC value chain (building of new hardware 

/ leading to disruptive methods to write or to refactor software). AI will play an important role 

in developing actual markets but also to create new ones. 

The research cluster “AI everywhere” has summarized the hurdles that shall be overcome in 

the coming years: 

- Scalability of AI systems and algorithms, mainly linked to Big Data and demanding AI 

algorithms   

- Interoperability of tools and software stack 

- Ethical aspects10: Human-centric design: lawful, ethical, robust 

- Liability of AI systems through complex decision-making processes, involving different 

parties 

- Explainable AI built on trust and acceptance of AI applications 

3.5.5 Trustworthy computing 

Security is already and increasingly an important factor of data/computing platforms and 

services due to the implementation of the digital continuum. System of systems renew security 

requirements and methods that shall be addressed for the coming years. 

Not only security plays a major role, but trust relies also on social acceptance and thus on how 

data are treated. GDPR compliance and handling of personal data will be a key point for civil 

society’s uptake of digital continuum facilities. 

Addressing this challenge requires first to establish security within the mindset of HPC: opening 

HPC facilities to the digital world lead to rethink security instruments and protocols that should 

                                                 
10 High-Level Expert Group on Artificial Intelligence, ethics guideline for trustworthy AI, European Commission, 

2019. https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai  

https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai
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be integrated by design in all projects. On a second point: cross-sectorial and cross-disciplinary 

efforts will be required, and, at last, it is foreseen that crucial choices are to be made to balance 

security needs vs. energy efficiency vs. performance of the data / computing continuum. 

3.5.6 Open discussion 

The discussion points out that the same main drivers in the SRA-4 research clusters and 

domains lead to overlaps in the coming trends. Though it is estimated that the European HPC 

ecosystem is in line for the next generation of machines, it is not prepared yet for the digital 

continuum. 

A specific focus is made on cybersecurity questions: 

- An assumption shall be made that any continuum system will have one of its subsystems 

hacked at some time 

- HPC centres are reluctant to open to the continuum – which is a psychological shift to 

be addressed among the technical challenges 

- Also security questions will lead to crucial questions on security’s responsibilities as 

blocks in the continuum will have to rely on each other 

To push forward and engage further the discussion, a specific focus on cybersecurity was 

proposed during the continuum computing topic that EXDCI-2 proposes during the EuroHPC 

Summit week. 

Sustainability is the other focus of the discussion, in particular regarding sustainable data and 

more importantly on the resources that shall be allocated to handle the increasing amount of 

them11. It is pointed out that a sustainable strategy for data and AI shall be drafted and 

implemented at the European level. At this scale only will it be possible to compete on a global 

market dominated by the major IT companies (for the US: Google, Apple, Facebook, Amazon 

and Microsoft). 

3.6 Evolution of the ecosystem 

Since the beginning of EXDCI-2, the European HPC ecosystem has moved, pursued its 

collaboration with other domains and its inner structuration. The main change in the EU HPC 

landscape is the creation of the EuroHPC JU.  

Thus the discussion turned on establishing EXDCI-2 added value and searched to provide a 

high-level vision on the evolution of the needs of the ecosystem, as well as to assess the role – 

or future role – of EU HPC main bodies. 

EXDCI-2 added value to the EU HPC landscape has been: 

- A strong link with the research ecosystem 

- Establishing and maintaining a larger and most comprehensive network 

o Inside the EU HPC ecosystem (links with CSAs: FocusCoE, Eurolab4HPC, HC-

GiG)12 

o Beyond HPC boundaries (e.g link with Big Data, IOT, Cybersecurity…) 

                                                 
11 Also see 4.3 – Elements for a new vision 

12 While it has been envisaged to strengthen the HPC ecosystem by merging its related CSAs, it is more likely 

than several coordination actions will continue and thus that the collaboration strategy shall be pursued. 
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o Beyond the European area (BDEC) 

- Establishing a de facto European HPC high-level network and organizing exchanges 

among several groups 

- Taking a role in the creation and organisation of the EuroHPC Summit Week 

- Structuring and organising the presence of the European Ecosystem in international 

events and promoting its results 

- Structuring the EU HPC ecosystem for the mid-term and long-term by providing visions 

and roadmaps 

All these elements are important to deliver the objectives of placing Europe among the current 

leaders in the field and to develop its Single Digital Market. 

The discussions also defined the challenges that the EU HPC ecosystem will have to face in the 

coming years, with a specific focus on anticipating the actions to be taken beyond the exascale 

race. These challenges are: 

- To think and organise the implementation of continuum computing 

- To establish solutions for the cybersecurity on system of systems 

- To move forward to address the environmental impact 

While an important body, the current mission and resources allocated to the EuroHPC JU 

cannot cover all the challenges above (for example: international cooperation is not at the 

agenda of the JU), and therefore propositions shall be made on how to complete its work and 

structure the EU HPC landscape for the mid-term. These propositions shall naturally take into 

account the potential role of the existing HPC European networks around PRACE and 

ETP4HPC, but they shall also assess the resources that would be necessary13. 

EXDCI-2 will prepare and disseminate in the coming months those propositions as a high-level 

position paper. 

  

                                                 
13 Particularly taking into account the time gap in European funding that could arise from the shift between two 

MFFs 







D4.7 Second report on EXDCI-2 technical workshop 

 

EXDCI – 2 – FETHPC - 800957 27 06.05.2020 

 

It is also expected in the coming years to have a burst in HPC uptake pushed by a growing 

demand from SMEs. On this side, specific projects implemented by PRACE (SHAPE) and 

ongoing work with EU Industry and Open R&D help to disseminate and increase the impact of 

HPC on the European economy. These efforts shall be extended, in particular in training and 

support that are key for the SMEs to rapidly benefit from HPC capacities. 

As in the entire HPC ecosystem, the shift from compute-centric to data-centric facilities is a 

game changer for the industrial collaboration and will imply that a lot of new communities 

engage at some point with HPC centres. The need for support is thus going to be massive. 

The EU HPC ecosystem can already have a look on ongoing projects that are working in liaison 

with the digital continuum such as the CEF projects AQMO and PHIDIAS. New machines such 

as Jean Zay have been or will be released that integrate the notion of “converged system” (HPC 

+HPDA + AI). 

Also the EXDCI-2 working group considered that EuroHPC JU could become a one-stop-shop 

for European companies and propose a full range of services in that domain. 

Finally, while quantum computing is announced as a game changer and carries on potential 

disruption for the computing world, investments in this area should be made following an in-

depth risk / reward analysis. 

4.2.2 How to best foster the HPC ecosystem and leverage the results of EU projects 

While efforts have been put on funding HPC projects through several EU related-calls since 

2014, whose first projects came to an end, it has been analysed that there was a missing part for 

the exploitation of their results, that could be related to a lack of post-project follow-up. 

EXDCI-2 proposed two main initiatives to bridge this gap: conduct and disseminate an analysis 

of the results of the H2020 technology projects and the creation of a spin-off initiative. 

Analysis of the results of the H2020 technology projects 

A global and comprehensive analysis has been conducted on all FET HPC projects from the 

related 2014 call. 171 IP elements (IPs) were listed as results of those projects. These 171 IPs 

could potentially benefit to any member of the HPC ecosystem. 

 

Figure 10 - FET HPC 2014 results - Quantitative analysis 
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Figure 11 - FET HPC 2014 results - potential beneficiaries 

 

The conclusion of this analysis found that the EU created a rich reservoir of results with the 

potential to lead to develop projects both on a vertical (Extreme Scale Demonstrators – Pilot 

Systems) and horizontal (FPGA programming environment, Runtime, Energy management) 

integration. 

The analysis has been disseminated through various channels such as a presentation during the 

EuroHPC Summit Week 2019, EXDCI-2 website and social media.... The first return of 

experience is that dissemination shall be pursued to maximize the impact of those projects and 

may include extra narrative communication such as the devise of success stories. A handbook 

of IPs / results produced can also be considered. A second return of experience showed that the 

team producing the IPs may need advice on how to industrialise their results – innovation 

mentors may be useful in such cases. 

The FET results’ study that EXDCI-2 conducts will also offer an opportunity to assess the 

results achieved by the European ecosystem to previous roadmaps such as the ETP4HPC SRA-

3. Such a gap analysis could give precious insights on future orientations/implementations of 

the European HPC R&D programs to enhance its impact. 

Such an action shall also be pursued towards the ongoing projects – FET HPC 2016 and 2017 

as well as the projects selected at the ICT 11 call of 2018. Processor projects (Mont-Blanc 2020 

and EPI) shall also be integrated. 

Results of the spin-off initiative 

The spin-off initiative was launched as a programme meant to facilitate the uptake of promising 

results before a project ends and therefore accelerate its impacts. 

A call for proposal has been launched by an ad-hoc EXDCI-2 committee that received 5 

applications – all being of good quality. The winner of the call was not known at the time of 

the meeting15. 

Nevertheless, this pilot sounds promising and could be followed up after the end of EXDCI-2, 

for example by being pursued by ETP4HPC. It could lead to propose and define a continuity 

funding to boost the outcomes of a project. This continuity funding may be implemented in the 

frame of the EuroHPC JU which, as an independent body, could carry on this initiative. Another 

idea coming from this pilot would be to install a dedicated HPC incubator. 

As these propositions were discussed, new ideas emerged: 

                                                 
15 EXDCI-2 announced the winner (BigDFT4CHEM) in February 2020 

https://exdci.eu/newsroom/news/bigdft4chem-wins-exdci-call-spin-initiatives-spi







