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Executive Summary 

The current technologies used for HPC systems will not be able to sustain the performance 

increase requested by the HPC/HPDA/AI1 application communities. Since the end of the 

Dennard scaling and with the approaching end of the Moore’s law, the standard CMOS2 

technology has to be complemented by other approaches if we want to continue to deliver more 

performance. 

The three main HPC ecosystems beside Europe, namely US, China and Japan have undertaken 

significant research initiatives to work on these new approaches. The investigations include 

topics such as new materials that are more efficient than CMOS, new architecture, photonics, 

analog system or quantum technologies. The level of investment is high in these three countries 

but we do not believe that they have already a competitive edge over Europe. 

Europe has its own research programmes for new upstream technologies mainly through 

ECSEL and Horizon2020 calls. The resulting projects are not always linked with the design of 

future HPC systems. 

To foster this interaction, EXDCI-2 organized a workshop gathering European experts from 

photonics, electronics and HPC. It has confirmed the existence, in Europe, of research ideas 

with high potential for HPC (and for high performance edge). The main conclusion is that 

research projects involving upstream technology providers and HPC teams could deliver 

potential new solutions for HPC systems. Some science fiction success stories have been written 

by workshop participants that illustrate the benefits for science, industry and society of such an 

investment. 

The new approaches are a combination of the three (or at least of two of them) degrees of 

freedom that can be played with to deliver more performance in an energy efficient way: 

 Switching from computing centric execution used by processors and GPU (akin to Von 

Neumann architecture) to a data centric paradigm to reduce the overhead introduced by 

the data movement; 

 Changing what is called an operation by playing with operand precision or introducing 

of multi-bits or analog coding or other ways of encoding information (e.g. Quantum), 

 Introducing new materials that will deliver more efficient ways (in terms of timing 

and/or energy) to store, switch and/or process information. 

This gives a very broad set of options but only a few will emerge due to economic constraints, 

critical mass issues, industrialization aspects, legacy and usability problems. The most 

promising options are presented in this report. 

To conclude, we propose four recommendations to make Europe a significant potential player 

in the field of new technologies for future HPC systems: 

 R1 Establish a continuous dialogue between photonics, electronics and HPC 

communities under the supervision of Photonics21, AENEAS and ETP4HPC. 

 R2 Undertake small actions to specify research objectives, benchmarks and test data 

sets at the interface of two research communities. 

 R3 Work on European specifications for the integration of heterogeneous chips. 

                                                 
1 High Performance Computing/ High Performance Data Analytics/ Artificial Intelligence 
2 Complementary Metal Oxide Semi-conductor 
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 R4 Launch a research programme to develop new ideas coming from upstream 

technologies to provide new solutions for upcoming HPC systems. 

  



D2.2 Report on trends and potential synergies between electronics, photonics 
and HPC 

EXDCI-2 - FETHPC-800957 3 18.02.2020  

1 Introduction 

The objective of Task 2.2 of the EXDCI-2 project is to develop synergies between the HPC 

technology ecosystem and other European research activities especially in the field of 

electronics and photonics. HPC is an important driver for pushing the technology limits of 

electronics and photonics and can benefit from new technologies developed in these fields. This 

report presents the findings of this EXDCI-2 activity. 

Chapter 2 discusses the limitations that the current technologies used by HPC systems face. 

They are the reasons why new research paths have to be studied if we want to sustain the 

performance increase. Most of these research potential options are developed in the photonics 

and electronics ecosystems. 

In Chapter 3 we present the situation in the three main HPC ecosystem beside Europe: US, 

China and Japan. The different initiatives aiming to develop the technologies that will be needed 

for future HPC systems are explained. This analysis is made with the objective of gathering 

information on the paths taken by these ecosystems to prepare the post exascale era. 

Chapter 4 is dedicated to a survey of the situation of Europe. After a brief description on how 

the photonics and electronics ecosystem are organized, some of the Horizon2020 programmes 

that can contribute to developing technologies for the post exascale time frame are analysed. 

Again the objective is to see what the potential relevant paths for future HPC systems are. 

Among the activities of this task, a two days’ workshop was organized in November 2019 to 

gather experts from electronics, photonics and HPC. Chapter 5 presents this workshop which 

aimed to assess potential new technologies for HPC systems but also to discuss how to develop 

a more integrated and efficient technology value chain in Europe. The main findings and 

recommendations issued by this interaction are also presented in this chapter. 

Throughout this task, information about the potential technologies for future HPC systems has 

been gathered. Chapter 6 present a synthesis of this information and the challenges that are 

attached to their development. Despites the efforts of the authors, it has been difficult to be very 

precise about the expected maturity date of the technologies as, most of the time, research 

roadblocks are still to be removed. 

The last chapter presents some recommendations for Europe to strengthen its position in 

technologies relevant for future HPC system. These recommendations could be implemented 

through EuroHPC actions and/or initiatives of the future Horizon Europe programme. 

In the annexes, some additional information on the November 2019 workshop and the science 

fiction success stories that can take place if Europe is successful in developing key technologies 

for post-exascale HPC systems, can be found. 
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2 Why looking for synergies with photonics and electronics? 

The end of Dennard scaling and excessive cost of Moore’s law: 

Moore's law3 was for a long time accompanied by Dennard's law, i.e. doubling the operating 

frequency of the processors with each generation was related to voltage reduction resulting in 

a constant energy density. The IC architects therefore experienced a few tens of years of "happy 

scaling" where performance was automatically improved with an increase of the frequency and 

number of transistors without impacting power consumption (see Figure 1). In the 2000s, the 

frequency stabilized and multi-core architectures were developed in accordance with Moore's 

law: as you can still increase the number of transistors per mm2, but they cannot go faster, the 

logical idea is to duplicate the computing resources. However, the supply voltage now remains 

almost constant across generations of technology, which consequently increases the energy 

density in active mode. In addition, the thinness of the transistors drastically increases the 

leakage current which become predominant. Today, we have reached the dissipation limits of 

silicon. Therefore, the main challenge is now to reduce power consumption in integrated 

circuits, which will also stabilize the TCO (total Cost of Ownership) of "computing" and HPC 

centers by reducing the electricity bill. 

 
Figure 1: “classical scaling” shows the parameters when Dennard’s scaling was still active, when the geometrical 

size of the technology (the technology “node”4) was reduced by factor “a”. “Current scaling” shows the 

evolution of the parameters on small technology nodes, where Dennard’s scaling is not anymore valid. 

 

Figure 2 shows the consequences on the performance of microprocessors: from about 2005 the 

frequency of processors stop increasing, and as the number of transistors can still increase 

(Moore’s law) the number of cores per processor increased, while the power dissipation reaches 

the limit of what can be dissipated at affordable cost per chip. To further increase the global 

system performance, the number of processors drastically increased in HPC and datacenters, 

with a correlated increase of power consumption. It is believed that 30 to 50 MW is the practical 

limit for the consumption of a HPC or datacenter, and it is the main practical limitation for 

exascale machines: reaching an energy efficiency that allow having exascale capabilities in this 

                                                 
3 These are called « laws » but they are not physics law, only observation and forecasts. 
4 The technology node (also process node, process technology or simply node) refers to a specific semiconductor 

manufacturing process and its design rules. From https://en.wikichip.org/wiki/technology_node 

https://en.wikichip.org/wiki/semiconductor_manufacturing_process
https://en.wikichip.org/wiki/semiconductor_manufacturing_process
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power and dissipation budget. It is also why there is a concern about the power consumption of 

ICT (see Figure 3). 

 
Figure 2: Evolution of processors over time 
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Figure 3:  energy consumption of ICT  (from Nature, September 12, 2018) 

 

If we analyze the source of energy dissipation in more details, we see that transfer of data are 

the main source of loss and heat generation: Figure 4 shows that getting data from external 

DRAM takes 800 times more energy than making operations on those 64 bit data extracted 

from the DRAM. This is the drive of the approach of chiplets and interposers, where different 

“chips” are connected on a silicon interposer with a much smaller footprint than with a PCB 

(Printed Circuit Board). It also drives emerging architectures where computing and storage are 

more intertwined, like in “near memory computing”, “in memory computing” or “processing 

in memory” architectures. Figure 5 shows this potential evolution over time, where the end of 

Dennard’s scaling drove a rise in many-core architectures, the quest for better efficiency 

introduced heterogeneous architectures with a plurality of co-processors or accelerators, then a 

possible rise of processing in memory-based systems. 

However, there is another way to decrease the energy consumption of moving data: using 

photons instead of electrons. 
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Figure 4: cost of moving data 

 

 
Figure 5: Evolution of computing systems over time, driven by more and more efficiency (picture from 

Denis Dutoit, CEA). 

 

Electrons require little energy to create a signal and receive it, but Ohm’s law means that the 

transmission of electrons results in the dissipation of a lot of energy. On the contrary, photons 

are relatively expensive to create (lasers) or to receive (sensors), but once created, they can 

travel on long distance with minimal attenuation. A factor, expressed in Mbit per second per 

km and per watt, once reached, means that optics are more efficient than electronics at 

transmitting information. As the throughput of current systems is always increasing, the 
































































































